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Numerical Analysis of Cavitating
Flow of Liquid Helium in a
Converging-Diverging Nozzle
The fundamental characteristics of the two-dimensional cavitating flow of liquid helium
through a horizontal converging-diverging nozzle near the lambda point are numerically
investigated to realize the further development and high performance of new multiphase
superfluid cooling systems. First, the governing equations of the cavitating flow of liquid
helium based on the unsteady thermal nonequilibrium multifluid model with generalized
curvilinear coordinates system are presented, and several flow characteristics are numeri-
cally calculated, taking into account the effect of superfluidity. Based on the numerical
results, the two-dimensional structure of the cavitating flow of liquid helium though a
horizontal converging-diverging nozzle is shown in detail, and it is also found that the
generation of superfluid counterflow against normal fluid flow based on the thermome-
chanical effect is conspicuous in the large gas phase volume fraction region where the
liquid to gas phase change actively occurs. Furthermore, it is clarified that the mechanism
of the He I to He II phase transition caused by the temperature decrease is due to the
deprivation of latent heat for vaporization from the liquid phase.
@DOI: 10.1115/1.1601253#

1 Introduction
Recently, the importance of the development of high-

performance cooling systems which can be employed under se-
vere conditions, such as low temperature, microgravity, or the
environment in space, has markedly increased, and fluid machin-
ery systems using cryogenic refrigerant are widely used in LNG
~liquefied natural gas! plants and aerospace technology,@1–3#. In
general, cryogenic fluids are characterized by large compressibil-
ity compared with fluids at room temperature such as water, as
well as by a small difference in density between the gas and liquid
phases, and a small latent heat of vaporization. These unique char-
acteristics of cryogenic fluids can be utilized to realize high per-
formance in fluid apparatuses, such as the cavitating operation of
inducers,@4#.

Among such fluids, liquid helium, which is known as the ulti-
mate low-temperature cryogen which possesses high functionality
of zero viscosity withl transition, is effectively utilized as a cool-
ing device for superconducting magnets or infrared space tele-
scopes and many other engineering applications,@1#. When liquid
helium is employed for cooling, cavitation frequently occurs in
the flow duct, and the flow pattern consists of two phases. Thus,
investigation of the cavitating flow characteristics of cryogenic
fluids such as liquid helium is very interesting and important not
only in the basic study of the hydrodynamics of cryogenic fluids,
@3#, but also for providing solutions to problems related to new
practical engineering applications.

However, the cryogenic system presently employed generally
uses a refrigerant for the undercooling condition, and its cooling
performance depends only on the single-phase region. Thus, few
attempts have been made to positively apply the extensive heat
transfer and fluid acceleration characteristics of cryogenic two-
phase flow to low-temperature cooling systems,@5,6#. In recent
research on two-phase flow or cavitating flow with liquid helium,
numerical analysis of two-phase flow of liquid helium through an
orifice, @7#, observation of cavitating flow in a converging-
diverging pipe, @8#, and cavitation of saturated liquid helium

through a venturi channel,@9#, have been conducted and the spe-
cial characteristics of liquid helium cavitation near thel point
have been partially clarified.

Numerical study has also partially clarified the He I to He II
phase transition and the superfluid counterflow generation at the
time of cavitation,@7#. Moreover, since the numerical model as-
sumed the production method for cavitation based on the flow
passing through the orifice, a local increase of the pressure loss
resulting from the sudden decrease of the passage cross-sectional
area led to the demerit of decreasing heat transfer efficiency of
whole cooling system. Numerical and experimental study to date
on two-phase flow of liquid helium has yielded only limited in-
formation on the basic multiphase hydrodynamic characteristics
of cavitation in liquid helium,@5–9#, and results directly related to
the development of a superfluid cooling system utilizing the pe-
culiarity of liquid helium multiphase flows have not yet been
obtained.

Under the above-mentioned conditions, we contrived a new
concept of a multiphase superfluid cooling system using liquid
helium cavitating flow. The system can realize extensive low tem-
perature cooling by utilizing the two-phase superfluid counterflow
generated by He I to He II phase transition based on the occur-
rence of cavitation of the normal fluid, without the direct use of
He II. Additionally, it is expected that the concept of multiphase
super-fluid cooling can be utilized for further development of
available microcooling systems, such as MEMS~micro-electro-
mechanical systems! technology using microbubbles,@10#, be-
cause the unique characteristics of zero viscosity of superfluid
working refrigerant prevents the frictional dissipation of capillary
channels in microdevices. The direct use of He II flow entails very
difficult problems because of the ultra low-temperature field in
which it is produced or due to super-leak phenomena in fluid
transfer systems, etc. Thus, the application of cavitating flow of
He I as a refrigerant is a very useful and effective method for
low-temperature cooling or cryogenic heat exchange systems.

In order to develop a new type of superfluid cooling system and
to estimate cooling performance numerically, we herein develop a
new method for analyzing cavitating flow based on an advanced
mathematical model, which takes the effect of superfluidity of the
cavitating cryogenic flow state in the low-temperature field into
consideration.

Contributed by the Fluids Engineering Division for publication in the JOURNAL
OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division
October 7, 2002; revised manuscript received April 1, 2003. Associate Editor: J.
Katz.

Copyright © 2003 by ASMEJournal of Fluids Engineering SEPTEMBER 2003, Vol. 125 Õ 749

Downloaded 03 Jun 2010 to 171.66.16.152. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



In the present study, the two-dimensional thermal fluid charac-
teristics of cavitating flow of liquid helium with phase change
through the converging-diverging nozzle are numerically investi-
gated. First, the governing equations of the cavitating flow of
liquid helium based on the unsteady multifluid model are pre-
sented, and then several flow characteristics are numerically cal-
culated, taking into account the effect of superfluidity.

2 Numerical Method
In the present study on the cavitating flow of liquid helium, we

developed a new model for analysis, which is based on the un-
steady thermal nonequilibrium multifluid model,@11#, in the gen-
eralized curvilinear coordinates system. Furthermore, to consider
the effects of evaporation and condensation on the vapor bubbles,
we apply the rapid phase change model to the cavitating flow of
liquid helium with superfluidity. The system used in the numerical
analysis is schematically depicted in Fig. 1. Applications using
cryogenic fluid generally encounter obstacles, or complex pipe
shapes such as those of an orifice or a converging-diverging sec-
tion. Additionally, the transfer tube for cryogenic fluids generally
has many horizontal passage sections. Thus, the model used for
analysis simulates the cavitating flow of liquid helium passing
through a horizontal converging-diverging nozzle. The duct is
filled with pressurized liquid helium. Flow immediately occurs
when the outlet D-C is opened. Liquid helium is continuously
introduced via the inlet section A-B, the flow is accelerated at the
point of the nozzle throat, and cavitation or liquid-to-vapor phase
change is induced by a decrease of pressure.

2.1 Governing Equations. In the present numerical formu-
lation of the cavitating flow characteristics of liquid helium, we
extend the old two-fluid model,@3#, to a new cryogenic vapor-
liquid multiphase fluid model for analysis which is based on the
unsteady thermal nonequilibrium multifluid model of Kataoka
@11# and Harlow and Amsden@12#. In the numerical model, the
cryogenic cavitating flow state can be approximated to that of a
homogeneous bubbly flow because the differences in the physical
properties, such as density, viscosity, and surface tension of the
cryogenic fluid between the gas and liquid phases, are very small
compared with those of the fluid at room temperature. The small
difference in the properties between the gas and liquid phases is
unique to cryogenic fluids. Accordingly, it seems reasonable to
assume that the cryogenic cavitating flow pattern is easily formed
in the bubbly two-phase flow. In the process of modeling, we

consider the effects of superfluidity in two-phase liquid helium,
namely, superfluid in He II and normal fluid in He I are treated as
a perfect fluid and meta-viscous fluid, respectively. In the calcu-
lation, we assume that the property of superfluidity appears when
the fluid temperature becomes less than thel point ~temperature
at normal fluid to superfluid transition, about 2.17 K!; however, in
the case of temperatures above thel point, we assume that the
superfluid behaves in the same manner as the normal fluid. Here,
we consider only the temperature dependence of the superfluid
and normal fluid densities; thus, the normal fluid-superfluid tran-
sition rate based on quantum theory is not strictly considered.
Furthermore, to consider the effects of the rapid evaporation and
condensation of cryogenic fluid, we apply the rapid phase change
model of Yamamoto et al.@13# and Young@14# to the cavitating
flow of liquid helium.

The calculation is carried out using the two-dimensional gener-
alized curvilinear coordinate system~j, h!, with j andh denoting
the transverse coordinate and the longitudinal coordinate, respec-
tively. The model for analysis simulates the cavitating flow of
liquid helium passing through the nozzle throat of the duct. In the
numerical modeling under this condition, the following assump-
tions are employed to formulate the governing equations.

1. The cavitating flow is a two-dimensional unsteady duct flow.
2. The vapor gas phase is produced by the phase change of the

normal fluid.
3. The energy exchange between the liquid and gas phases is

taken into account.

For construction of the cavitating flow characteristics in the
present numerical model, it is assumed that the gas phase is ho-
mogeneously dispersed in the surrounding liquid phase and that
the flow structure will form a bubbly flow.

Under the above conditions, the governing equations of the
cavitating flow, taking into account the effect of superfluidity
based on the unsteady two-dimensional multifluid model, are de-
rived as follows.

The mass conservation equation for the gas phase is

]

]t
~agrg!1¹j~agrgug

j !5Gg . (1)

The mass conservation equation for the liquid phase is

]

]t
~a lr l !1¹j~a lJl

j !5G l , (2)

where the relationship (ag1a l51) is assumed, and the liquid
phase density,r l , must be comprised of a linear combination of
the two components. The density is expressed by the sum of the
normal fluid and superfluid components, andr l is defined as fol-
lows:

r l5r l (n)1r l (s) . (3)

For the two-fluid model, it is assumed that the entire tempera-
ture dependence of liquid helium densities enters through the
variation of the normal fluid density. It is therefore possible to
write

r l (n)

r l
5H S Tl

Tll
D 5.6

for Tl<Tll

1 for Tl.Tll ,

(4)

as the temperature dependence of the normal fluid density,@3#.
Because of this strong temperature dependence, the He II consti-
tutes about 99% of the superfluid component at 1.0 K. The total
densities of the two components, namely, the superfluid and the
normal fluid densities in control volume are conservative in the
numerical calculation process. Also, the liquid-phase momentum

Fig. 1 Schematic of computational system used in numerical
analysis
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flux densityJl
j (5r lul

j ) can be written as the sum of each normal
fluid and superfluid momentum flux density component, defined
as follows:

Jl
j5r l (s)ul (s)

j 1r l (n)ul (n)
j . (5)

The combined equation of motion for a total gas and normal fluid
is

]

]t
~agrgug

i 1a lr lul (n)
i !1¹j~agrgug

i ug
j 1a lr lul (n)

i ul (n)
j !

52gi j ¹j pl2a l

r lr l (s)

r l (n)
Slg

i j ¹jTl2a l

r l (s)

2
gi j ¹j~ul (n)

j 2ul (s)
j !2

1mTgjk¹j¹kul (n)
i 1

1

3
~mT¹j¹kul (n)

k !gi j 1a lr lgr
i 2a lFl (sn)

i .

(6)

The combined equation of motion for a total gas and superfluid is

]

]t
~agrgug

i 1a lr lul (s)
i !1¹j~agrgug

i ug
j 1a lr lul (s)

i ul (s)
j !

52gi j ¹j pl1a lr lSlg
i j ¹jTl1a l

r l (n)

2
gi j ¹j~ul (n)

j 2ul (s)
j !2

1a lr lgr
i 1a lFl (sn)

i , (7)

where the second terms on the right-hand side of Eqs.~6! and~7!
denote the thermomechanical effect of the force based on the
product of the entropy by the temperature gradient, and the third
terms denote the effect of the momentum energy gradient based
on the two-phase superfluid-normal fluid relative velocity caused
by counterflow of the superfluid against the normal fluid. The
terms mentioned above are peculiar to liquid helium with super-
fluidity, @3#. The signs of these terms in Eq.~6! are opposite those
in Eq. ~7!; thus, the forces based on the superfluidity of Eq.~6! act
in the direction opposite those of Eq.~7!. In this calculation, be-
cause the vapor phase is assumed to be produced by the phase
change of the normal fluid, the cavitating flow of the superfluid
consists of the mixture flow of the vapor phase produced by the
normal fluid and the superfluid. The termFl (sn)

i denotes the two-
phase superfluid-normal fluid mutual friction interaction term
based on the generation of vortex filaments in the superfluid,
@7,15–17#. Additionally, mT in Eq. ~6! denotes the viscosity of the
two-phase mixture flow that includes small dispersed bubbles.mT
was evaluated using the following formula by the viscosity of a
suspension,@18,19#:

mT5F12S ag

0.680D G
22

•m l (n) , ~ag,0.5!, (8)

Eq. ~8! being mainly applicable in the small gas phase volume
fraction region. Concerning the viscosity, the present numerical
model assumes that superfluid viscositym l (s)50 and that the dis-
sipative interaction is due only to the normal fluid. This assump-
tion corresponds to the physical fact that the superfluid experi-
ences no resistance to flow and therefore no turbulence. The
superfluid can flow through a duct without viscous drag along the
boundaries. Equations~6! and~7! above are derived by complying
the equations of momentum for both the gas and liquid phases.

To consider the effects of additional forces that act on the
bubbles and radial expansion of the bubbles, the equation of mo-
tion for the gas phase is here replaced with the translational mo-
tion of a single bubble,@20#. Therefore, the Eulerian-Lagrangian
two-way coupling model,@21#, is applied to predict the two-
dimensional cavitating flow characteristics. The viscous drag
forces that act on the bubbles in the He II fluids are partially
neglected because of the superfluidity.

The equation of motion for the gas phase is

4

3
prgRg

3
dug

i

dt
52Fp

i 1Fg
i 2FD

i 2FVM
i 2FB

i 1FLM
i 1FLS

i , (9)

where each additional force term is derived as follows:

Fp
i 5

4

3
pRg

3gi j ¹j pl (10)

Fg
i 5

4

3
pRg

3rggr
i (11)

FD
i 5

1

2
r lCDuug

i 2ul
i u~ug

i 2ul
i !pRg

2 (12)

FVM
i 5CVM•r l

4

3
pRg

3F d

dt
~ug

i 2ul
i !1

3

Rg
~ug

i 2ul
i !

dRg

dt G (13)

FB
i 56Rg

2Apr lm lE
0

t

d

dt
~ug

i 2ul
i !

At2t
dt (14)

FLM
i 5pRg

3r le
i jk~Vg j2V l j !~ugk2ulk! (15)

FLS
i 56.46

m lRg
2

Au~Vg
i 2V l

i !un l

ei jk~Vg j2V l j !~ugk2ulk! (16)

V l
i5

1

4
ei jk~¹julk2¹kul j !, (17)

whereul
i5Jl

i /r l , Rg is the equivalent bubble diameter,FP
i is the

force due to the liquid phase pressure gradient,Fg
i is the gravita-

tional acceleration force,FD
i is the drag force,FVM

i is the virtual
mass force considering the expansion of a bubble, andFB

i is the
Basset history term which takes into account the effect of the
deviation in flow pattern from the steady state.FLM

i is the Magnus
lift force caused by the rotation of the bubble as reported by Auton
et al.@22#. FLS

i is Saffman’s lift force,@23#, caused by the velocity
gradient of the liquid phase.CD is the drag coefficient andCVM
is the virtual mass coefficient.d/dt denotes the substantial
derivative.

The equation for the angular velocity of a bubble is derived as
follows, @23#:

dVg
i

dt
5

15m l

Rg
2
•rg

~V l
i2Vg

i !. (18)

The energy equation for the gas phase is

]

]t
~agrgeg!1¹j~agrgegug

j !52pg

]ag

]t
2¹j~agpgug

j !1Gghg
( i )

1qg
( i )a( i )2¹j~agqg

j !1agFg .

(19)

The energy equation for the liquid phase is

]

]t
~a lr lel !1¹j~a lr lelul

j !52pl

]a l

]t
2¹j~a l plul

j !1G lhl
( i )

1ql
( i )a( i )2¹j~a lql

j !1a lF l .

(20)

In the above equations,hg
( i ) andhl

( i ) are the enthalpy of the gas
phase and the liquid phase at the interface, respectively.a( i ) is the
interfacial area concentration.Gghg

( i ) andG lhl
( i ) are the interfacial

energy transfer terms due to the liquid-vapor phase change.qg
( i )

andql
( i ) are the heat transfer terms of mutual interaction between
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the vapor and liquid interface.qj is the contravariant heat flow
vector andF is the energy dissipation function, as described be-
low:

5
qm

i 52lmgi j ¹jTm ,

Fm52
2

3
mm~¹ium

i !212mmsjm
i sim

j ,

sjm
i 5

1

2
~¹jum

i 1¹ium
j !,

(21)

where subscriptm denotes the gas phase (m5g) or liquid phase
(m5 l ). In the condition of the He II state, Gorter-Mellink 1/3
power law,@3,6#, is considered to formulate the expression forl l
in Eq. ~21! by the following equation.

l l5S f 21~Tl !

u¹jTl u2 D 1/3

, (22)

wheref (Tl) is the He II heat conductivity function which exhibits
strong temperature dependence,@3#. In Eqs. ~19! and ~20!, the
mutual friction dissipation term is neglected because the energy
transfer terms between the gas and liquid phases become domi-
nant to the mutual friction dissipation term.

Assuming that the mass of each vapor bubble and condensed
liquid droplet in each computational cell is constant results in the
following mass conservation equation for number density,Nk :

]

]t S 4

3
pRk

3NkrkD1¹j S 4

3
pRk

3Nkrkuk
j D5Gk , (23)

H k5e: Rk5Rg , Nk5Ng , rk5rg , uk
i 5ug

i , Gk5Gg

k5c: Rk5Rl , Nk5Nl , rk5r l , uk
i 5ul

i , Gk5G l ,

where subscriptk denotes evaporation (k5e) or condensation
(k5c).

These present governing equations of cavitating flow men-
tioned above are constructed by Eulerian-type equations for the
liquid phase and Lagrangian-type equations for the gas phase.

2.2 Constitutive Equations. The drag coefficient,CD , and
the virtual mass coefficient,CVM , are defined as follows,@23#:

CD5
24

RB
~110.15RB

0.687!1
0.42

1142500RB
21.16 (24)

CVM50.5 (25)

RB5
r l uug

i 2ul
i uD

m l
. (26)

The energy balance condition through the gas and liquid phases
interface is expressed by the following equation:

Gghg
( i )1qg

( i )1G lhl
( i )1ql

( i )50, (27)

where the detailed constitutive equations for interfacial transfer
terms in Eq.~27! are given by an empirical formula that is taken
from the work of Dobran@24#. It is assumed that the energy trans-
fer is caused by the heat transfer between the isothermal spherical
bubble and the surrounding liquid. With an assumption of a
spherical bubble with equivalent radiusRg , the expression of in-
terfacial area concentration,@11#, is obtained bya( i )53ag /Rg .
Assuming that the vapor gas phase follows an ideal gas law and

that the relationship between gas phase pressure,pg , and density,
rg , obeys polytropic change, the following equation by Hirt and
Romero@25# results:

rg~kg21!eg5@pg2c0
2r l~ag* 2ag!#ag* , (28)

H ag>agc : ag* 5ag

ag,agc : ag* 5agc ,

wherec0 is the first sound velocity in liquid helium at the initial
state (c05236.1 m/s) andagc denotes the threshold of void frac-
tion (agc50.005). The tables of the thermophysical properties of
liquid helium by Maynard@26#, Brooks and Donnelly@27#, and
McCarty @28# give the required physical properties of the liquid
phase.

The constitutive equation for gas-phase generation density,Gg ,
is defined by the following equation:

Gg5Gge2Ggc , (29)

whereGge andGgc denote the gas-phase evaporation density and
gas-phase condensation density, respectively. By introducing con-
stitutive equations forGge andGgc , we extend the classical nucle-
ation theory for water droplets from subcooled vapor to cryogenic
fluid. Namely,Gge andGge are assumed to be proportional to the
degree of subcooling and superheat and are expressed by the sum
of the nucleation rate of the evaporated bubble or the condensed
liquid droplet, @13,14#. The classical nucleation theory without
quantum effect can be applied to the present numerical model
because the temperature range which has been dealt with this
calculation is aboutTl52.1 to 2.3 K~near thel point!, @29,30#.

2.3 Numerical Conditions and Procedure. To construct
the numerical conditions for cavitating liquid helium flow, we
refer to the previous experimental research on the cryogenic cavi-
tating internal flow condition of liquid helium,@8,9#. The compu-
tational grid is generated referring to the geometry of a
converging-diverging flow pipe which was used in a previous vi-
sualization measurement,@8#. The finite difference method is used
to solve the set of governing equations mentioned above. In the
present calculation, the discrete forms of these equations are semi-
implicitly obtained using a staggered grid. The grid is concen-
trated at the nozzle wall to capture the cavitation inception pre-
cisely. Then a modified SOLA~numerical SOLution Algorithm for
transient fluid flow! method of Tomiyama et al.@31#, which is
superior for the formulation and solution of a gas liquid two-phase
flow problem, is applied for the numerical calculation. The
Neumann-type boundary condition is considered in the iteration
process of the pressure correction equation, and the effect of void
fraction is implicitly taken into account in each iteration process,
@21#. The liquid phase velocity,ul

i , at the location of bubbles is
calculated using an area-weighting interpolation method which
was used in the SMAC algorithm by Amsden and Harlow@32#.

To determine the boundary conditions, nonslip conditions for
prescribed normal fluid velocities and free-slip conditions for pre-
scribed superfluid velocities are applied to the sidewalls, A-D and
B-C, in Fig. 1. Also, a fully developed velocity profile is applied
for normal fluid velocities to the inlet cross-sectional area of the
flow duct, A-B. A convective outflow condition is applied for
normal fluid and superfluid velocities to the exit section of the
duct, D-C. Adiabatic conditions are applied for thermal boundary
conditions at the duct wall surface. The initial stationary condition
of the liquid phase is assumed to be the pressurized He I state.
Also, the initial conditions at the inlet section of the flow duct are
as given in Table 1. For other physical properties used in consti-
tutive equations,m l andSl are given as functions of temperature,
@26–28#. The constitutive equation for the two-phase heat transfer
coefficient is given as a function of temperature based on the
previous experimental results in Ref.@6#.

The interval of each time-step is automatically adjusted during
the computation to satisfy the CFL condition. We actually calcu-

Table 1 Conditions for numerical analysis

Inlet pressure pl (in) 0.20 MPa
Outlet pressure pl (ex) 0.101 MPa
Internal energy el (in) 6.021 kJ/kg
Inlet width of duct D 10.0 mm
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lated solutions on three different grid densities: 503120, 60
3150, and 1103220 nodes. Figure 2 shows the convergence his-
tories for three sets of computational grids. For all cases, the mag-
nitude of the residuals decrease by at least two orders of magni-
tude within 4000 iterations. For a finer grid, convergences slow
down, as expected. For all three grids, the iteration errors and
uncertainties are assumed to be negligible in comparison with the
grid errors. Since iterative errors are negligible, correction of so-
lutions for iterative error is not required. As a result, we found that
numerical results for all three grids show the same profiles, and
the grid independence of the numerical results was confirmed.
Thus, as a compromise between computer memory and accuracy,
we chose to use the 603150 grid in thej andh-directions for the
calculations. The calculation is executed until an almost steady
state of the cavitating flow is attained.

2.4 Results and Discussion. Figure 3 shows the numerical
results of the transient evolution of the void fraction (ag) contour,
Fig. 4 shows the instantaneous liquid phase pressure (pl) contour,
and Fig. 5 shows the transient evolution of the liquid phase tem-
perature (Tl) contour. The direction of flow is left to right. As
shown by Fig. 3, when the exit section is opened instantaneously,
pressurized liquid He I flows into the conversing section of the
duct at high speed and is further accelerated by the decrease of the
cross-sectional area, andpl locally decreases in the nozzle throat
section. It is clear that the phase change effectively occurs in the
downstream of nozzle throat section and that a cloud cavity which
consists of concentrated small bubbles is formed in the wall sur-
face vicinity of the throat section. In addition, it is found that the
cloud cavity is especially formed and grows on the upper wall
surface of the diverging throat section due to the influence of the
buoyancy which acts on the bubbles and the shear force which
simultaneously acts on the bubbles in contact with the wall. Be-
cause the buoyancy acts on the bubbles, there is a tendency for the
bubbles to migrate and aggregate on the upper wall surface. Thus,
the void fraction profiles become asymmetric. As timet elapses,
cavitation inception effectively occurs and the cloud cavity grows
alongside the passage wall surface. When the magnitude of the
cavity is above a certain size, the cavity is detached from the
cloud, and it remains in the high volume fraction region as the gas
phase moves downstream. Furthermore, with the elapse of time,
the cloud cavity accompanying evaporation and condensation ex-
hibits convective and dissipative behavior downstream of the di-
verging nozzle throat, and the gas phase spreads throughout the
inner flow duct because of the decrease in the slip ratio and the

gas phase velocity resulting from the sudden change of both lon-
gitudinal and transverse pressure gradients. As a result, it is found
that a homogeneous profile ofag is formed over the downstream
duct.

As shown by Figs. 3 and 4, the void fractionag has a large
value in the region where it is close to the cavity center, because
the pressure gradient in the cloud cavity has a distribution which
becomes negative from the contour of the cavity toward the cen-
ter, and because the ratio where the bubbles accumulate increases
as the position approaches the cavity center. Additionally, the ex-
pansion effect of bubbles becomes larger. Furthermore, in the re-
gion of the high volume fraction of the gas phase, the pressure
distribution changes markedly because of the normal fluid-
superfluid transition due to the momentum terms in Eqs.~6! and
~7! that include the thermomechanical effect term, the momentum
energy gradient term based on relative superfluid-normal fluid ve-
locity, and the superfluid-normal fluid mutual friction interaction

Fig. 2 Convergence history for three sets of grids

Fig. 3 Time evolution of void fraction distributions „direction
of flow is left to right …. „a… Present numerical results, „b… visu-
alization measurement results „Initial measurement conditions:
p l „ in …Ä0.289 MPa, Tl „ in …Ä4.50 K, p l „ex…Ä0.130 MPa….
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term. In this numerical calculation, it is assumed that the existence
of the large gas-phase volume fraction region indicates that the
small size bubbles shown in Fig. 6 constitute a closely aggregated
region and that the downstream flow state maintains a very closed
bubbly flow in the large void fraction region. The bubbles are
concentrated toward the center of the vortex due to the negative
pressure gradient in the vortex.

Next, to confirm the validity of the numerical results, the
present results on the void fraction profile are compared with the
previous visualization measurement of cavitating flow of liquid
He in a converging-diverging pipe which has the same geometry
as that of the present computational nozzle shape,@8#. The initial
conditions for this experiment are generally similar to the present
numerical condition. However, because the experiment is con-
ducted making use of only vacuum insulation, initial temperature
of the working fluid is considered to be higher than thel point,
and quantitative comparison with the present result is difficult.
According to these results, it is both numerically and experimen-

tally found that cavitation inception occurs on the upper wall sur-
face of throat. It is also found that the numerical results of the
detachment and development of the cloud cavity, diffusion of the
gas phase, and the time-dependent profiles of void fraction show
qualitative agreement with the results of the visualization
measurement.

Focusing on Figs. 3 and 5, in the largeag region in the vicinity
of the wall surface from the position of the cloud cavity contour
downstream of the throat where the vapor phase change actively
occurs, it is found that the phase transition from He I to He II is
generated~l transition! and that it conspicuously exhibits the
characteristics of superfluidity. The effect of superfluidity with He
I to He II phase transition is mainly caused by the decrease in
liquid phase temperature or internal energy due to the deprivation
of latent heat for vaporization from the liquid phase and to the
change of the specific heat of the liquid phase with the change of
pressure gradient. From Fig. 5, it is especially found that the tem-
perature around the interface between the large gas-phase volume
fraction region and the liquid-phase region decreases with the in-
crease in the phase change. The liquid-phase temperature decrease
due to the latent heat or the energy exchange between liquid and
vapor phase in the vaporization process is characterized by the
interfacial energy transfer terms with the phase change in Eqs.
~19! and ~20!. With time, the profile of the liquid phase tempera-
tureTl gradually becomes homogeneous due to the effect of tem-
perature diffusion and gas phase condensation. The tendencies of
those numerical results for temperature decrease with the He I to
He II phase transition show qualitative agreement with the experi-
mental datum on the He I cavitation in the saturated condition by
Ishii and Murakami@9#.

Figure 6 shows the fluctuation of bubble radius,Rg , as a func-
tion of the time at position E~as depicted in Fig. 1! just down-
stream of the nozzle throat, where the cavitation actively occurs.
From Figs. 3–6, it is clarified that the decrease ofpl induces an
increase ofag and that the expansion or contraction of bubble
radiusRg corresponds to the change ofpl . However, the displace-
ment magnitude ofRg has a small value. Thus, it is also clarified
that the generated cavitation bubbles maintain a small size in the
vaporization process and in the initial cavitating flow state.

Figures 7 and 8 show profiles of the liquid-phase normal fluid
velocity componentul (n)

i and the superfluid velocity component
ul (s)

i around the nozzle throat, respectively. The flow separation
and backward flow oful (n)

i locally occur in the vicinity of the wall
of the throat section upstream of the cavitation inception point.

Fig. 4 Instantaneous liquid phase pressure contours „direc-
tion of flow is left to right …

Fig. 5 Time evolution of liquid phase temperature profiles „di-
rection of flow is left to right …

Fig. 6 Fluctuations of bubble radius as a function of time
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From comparison of Figs. 7 and 8 with Figs. 3 and 5, superfluid
counterflow against the normal fluid flow is conspicuously found
in the large void fraction region where the vaporization with He II
phase transition actively occurs, especially in the region close to
the center of the cloud cavity. The magnitude oful (n)

i and ul (s)
i

locally increases in the region where the cavitation is actively
generated because of the increase in momentum exchange be-
tween the gas and liquid phases. With elapse of timet, vortices of
normal fluid and superfluid are formed and advected downstream
of the throat. Due to slight viscosity of normal fluid, the vortices
are slightly different in shape. The superfluid counterflow against
normal fluid is mainly caused by the momentum terms in Eqs.~6!
and~7!, i.e., the temperature gradient term~thermomechanical ef-
fect!, and the momentum energy gradient term for superfluid-
normal fluid relative velocity.

Figure 9 shows the local velocity fluctuations of normal fluid
and superfluid as a function of the time at position E. Although the
superfluid component is not generated in the initial flow condition,
with the elapse of time, the superfluid counterflow whose direc-
tion of flow is opposite that of normal fluid is generated at the
time of l transition. When the flow state approaches the steady
state, the magnitude of the superfluid velocity component
decreases due to the suppression of the unsteady generation of
cavity.

Figure 10 shows the instantaneous gas phase velocityug
i around

the nozzle throat. In the initial flow state, it is found that the
backward flow ofug

i is generated upstream of the throat due to the
effect of the separation wake of normal fluid in the vicinity of the
throat wall. In addition to the formation of the cavity vortex and
its growth, advection of the cavity cloud is found in the down-
stream region of the throat. With time, the gas-phase motion ex-
hibits diffusing behavior, and theug

i profile takes on a different

aspect from the liquid phase velocity profiles. The characteristic
gas phase behavior in superfluid is not only due to the several
additional forces based on Eq.~9!, but also to the thermomechani-
cal effect and other forces that act on the bubbles due to the
superfluid generation based on the momentum terms in Eqs.~6!
and~7!. According to the numerical results on gas-phase behavior,
it is clarified that the precise control of bubble motion and the
superfluid multiphase flow state is possible by effective use of the
characteristic effect of superfluidity such as the thermomechanical
effect.

3 Conclusion
The two-dimensional characteristics of the cavitating flow of

liquid helium in a converging-diverging nozzle near thel point
were numerically investigated to realize the further development
and high performance of a superfluid cooling system or new cryo-
genic engineering applications. First, the governing equations of
the cavitating flow of liquid helium based on the unsteady multi-
fluid model were presented and several flow characteristics were
numerically calculated, taking into account the effect of superflu-
idity. The main results obtained can be summarized as follows.

1. When the cavitation of He I is generated, the characteristics
of superfluidity with l transition are conspicuously found sur-
rounding the cloud cavity and in the large gas-phase volume frac-
tion region where the unsteady cavitation actively occurs. Also,
the effect of superfluidity with He I to He II phase transition is
mainly due to the decrease in liquid-phase temperature or internal
energy due to the deprivation of latent heat for vaporization from
the liquid phase.

2. The generation of the superfluid counterflow against normal
fluid caused by the momentum terms based on superfluidity was

Fig. 7 Instantaneous normal fluid velocity vector „direction of
flow is left to right …

Fig. 8 Instantaneous superfluid velocity vector „direction of
flow is left to right …
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conspicuously found when the vaporization with He I to He II
phase transition occurs. Furthermore, it was found that the gas-
phase diffusion behavior with time was dominated not only by
several additional forces in the gas-phase momentum equation,
but also by the thermomechanical effect and the other forces that
act on the bubbles due to the generation of superfluid.
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Nomenclature

D 5 inlet width of duct
e 5 specific internal energy

ei jk 5 permutation symbol
gr

i
5 contravariant vector of gravitational acceleration

gi j 5 fundamental metric tensor
h 5 specific enthalpy
J 5 momentum flux density
N 5 number density
p 5 absolute pressure
R 5 radius
S 5 specific entropy
T 5 absolute temperature
t 5 time
u 5 velocity component in thej-direction

ui , uj 5 contravariant velocity
v 5 velocity component in theh-direction
a 5 volume fraction
G 5 phase generation density
h 5 longitudinal coordinate
k 5 ratio of specific heat
l 5 thermal conductivity
m 5 dynamic viscosity
n 5 kinematic viscosity
j 5 transverse coordinate
r 5 density

V i 5 contravariant angular velocity vector
¹j 5 covariant differential

Fig. 9 Normal fluid and superfluid velocity fluctuations as a
function of time; „a… j-direction component, „b… h-direction
component

Fig. 10 Instantaneous gas phase velocity vector „direction of
flow is left to right …
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Subscripts

( )(ex) 5 exit section of the duct
( )g 5 gas phase

( ) i , ( ) j , ( )k 5 contravariant component
( ) i , ( ) j , ( )k 5 covariant component

( )( i ) 5 interface
( )(in) 5 inlet section of the duct

( ) l 5 liquid phase
( )(n) 5 normal fluid
( )(s) 5 superfluid
( )l 5 lambda point
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A Cavity Wake Model Based on
the Viscous/Inviscid Interaction
Approach and Its Application to
Nonsymmetric Cavity Flows in
Inducers
A cavity wake model based on the flow interaction between the viscous wake behind the
cavity and external inviscid cavity flow is proposed. The conditions of interaction between
viscous and inviscid flows make it possible to obtain a unique solution of the problem. The
viscous wake model is formulated within the theory of boundary layers. The problem for
the external inviscid flow is considered in both nonlinear and linear formulation. The
developed cavity wake model provides reasonable agreement with experimental data for
cavitation performance and cavitation compliance over a wide range of cavitation num-
bers from cavitation inception to the super cavity flow. The cavity model is applied to
predict nonsymmetric flows in inducers with two and more blades. The regions of non-
symmetric cavity flow are compared with those in experiments. It is found that the local
head decrease of an inducer might be caused by the nonsymmetric cavity patterns. The
predicted regions of a steady nonsymmetric cavity flow correlate with the region of cavi-
tation instability observed in experiments.@DOI: 10.1115/1.1598990#

1 Introduction
It is well known that alternate blade cavitation in which the

cavity length differs alternately can occur for inducers with even
number of blades,@1#. Recently, this type of cavitation was ob-
served by Bernardi et al.@2# and Yoshida et al.@3# for four-bladed
inducers. With further decrease of the inlet pressure the alternate
blade cavitation becomes unstable,@3–5#, and rotating cavitation
appears. For three-bladed inducers, rotating cavitation first ap-
pears followed by nonsymmetric steady cavitation pattern called
‘‘uneven attached cavitation,’’@4#. Almost all analytical studies of
cavity flows in inducers are aiming at the prediction of the sym-
metric cavity patterns and based on the theory of the potential
flow. Recently, Horiguchi et al.@6# succeeded in predicting alter-
nate blade cavitation using a closed cavity model but the uneven
attached cavitation cannot be predicted by the closed cavity
model.

The theory of free streamline flows has a cavity closure prob-
lem which requires various assumptions in the cavity closure re-
gion, @7–13#. Some of the cavity closure schemes, such as opened
cavity models, can simulate approximately a wake behind the cav-
ity. Stripling and Acosta@14# have applied the Joukowsky-Roshko
scheme in which the cavity is closed on the flat plate which is
parallel to the blade. Devis et al.@15# have assumed that the cav-
ity is closed on the flat plate inclined with the angle 2.8 deg to the
blade. For developed cavity flows Wu@13# proposed a scheme in
which the cavity contours are connected to a wake with two par-
allel curves. In these wake models, the viscous properties of the
fluid and the influences on the flow characteristics have not been
taken into consideration.

The flow viscosity manifests itself in the two-phase turbulent
cavity wake behind the cavity,@16#, and influences the energy loss

and inducer head. It is clear that the pressure balance between the
inducer inlet and outlet should be satisfied for a nonsymmetric
cavity flow. In order to predict the flow parameters at the outlet of
the cascade, it is important to take the real properties of the fluid
into consideration. In this connection, the present work focuses on
both developing a cavity-wake model and studying nonsymmetri-
cal cavity flows in inducers.

The concept of viscous/inviscid interaction proposed by Crocco
and Lees@17# for separated turbulent flows is extended for cavi-
tating flows. According to this concept, the flow region is divided
into two subregions: the viscous two-phase wake region and the
external inviscid flow region. These subregions are connected to
each other by interaction conditions which provide a unique solu-
tion of the problem. Such idealization for high Reynolds number
flows allows one to distinguish each specific region and use ap-
propriate methods for solving the problems of inviscid and vis-
cous flows, instead of solving the complete Navier-Stokes equa-
tions. In the wake subregion the problem is formulated within the
theory of boundary layers. To solve the problem of the external
inviscid flow we can use well-developed methods of the free
streamline theory.

In order to identify the features of the flow behind the cavity, a
nonlinear formulation of the external problem is employed for
symmetric inducer flows. The external problem of the nonsym-
metric cavity flow is solved within the linear theory using the
method of singular integral equations,@18#.

Owing to the complexity of the two-phase flow behind the cav-
ity, it is necessary to make a series of substantial assumptions and
introduce several empirical coefficients characterizing the turbu-
lence and density of the two-phase flow. The model developed is
applied to analyze various experimental data on cavitating induc-
ers using a unique set of values for the empirical factors, to show
the validity of the present model.

In real inducers the flow is three-dimensional with tip leakage
cavitation and backflow cavitation. These effects cannot be taken
into account in the two dimensional approach and we cannot ex-
pect quantitative agreement with experiments. So, the ultimate
goal of the present study is to analyze the asymmetric cavitation

1On leave from the Institute of Technical Mechanics of the NAS and NSA of
Ukraine, 15 Leshko-Popel’ St., Dniepropetrovsk, 49005, Ukraine.
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such as alternate blade cavitation and attached uneven cavitation
within the framework of two-dimensional flow analysis.

The blade cavitation in inducers is accompanied by tip clear-
ance cavitation and radial flows,@7#. The two-dimensional ap-
proach used in the present study fails to predict three-dimensional
phenomena but provides prediction of such phenomena as alter-
nate blade cavitation, attached uneven cavitation, and various
types of cavitation instabilities.

2 Cavity Wake Model and Outer Inviscid Flow
The flow region shown in Fig. 1~a! is divided into the subregion

OKFF 8TGH of the internal turbulent flow and the subregion of
the external inviscid flow outside the free boundariesOD and
TD8. The tangential velocity of the inviscid flow on the bound-
ariesOD and TD8 should be equal to the velocity on the outer
boundaries of the viscous flowOKF andTF8, respectively. The
shape of boundariesOKF andTF8 is determined from the calcu-
lation of the external inviscid flow.

Although the cavity wake is unsteady in its nature, we use a
time-averaged flow to predict the steady performance of an in-
ducer. The wake is treated by using integral relations for boundary
layers,@17,19#.

As shown in Fig. 1, the shape of the pressure side of the profile,
yb(x), the blade thicknessu(x), the cascade spacingh and the
staggerp/22b* , the inflow velocityv1 and the angle of attacka
are specified. The shape of the boundaries of interactionOD,
yd

up(x), TD8, yd
lw(x) and the tangential velocity on them,vd(x),

are determined by using the iteration process of coupling the vis-
cous and inviscid flows as sketched in Fig. 2. For 0,x,C the
lower boundaryyd

lw(x) is given byyd
lw(x)5yb(x)1u(x).

Based on the boundary layer assumptions the pressure gradient
across the wake is assumed to be zero. From Bernoulli’s equation,
it follows that the tangential velocity on the boundaryTD8 is
equal to the tangential velocity on the boundaryOD at the same
coordinatex in the wake region.

The inviscid flow is solved with the given tangential velocity
vd(x) determined from the viscous flow analysis along the bound-

aries of interactionOD andTD8. The viscous flow in the wake is
solved with the given boundaryOD, yd

up(x), and TF8, yd
lw(x),

determined from the inviscid flow analysis.

2.1 External Inviscid Flow. The expressions of the com-
plex conjugate velocity and the derivative of complex potential
can be found by using Chaplygin’s singular points method de-
scribed by Gurevich@20# and its extension for curvelinear bodies,
@21#. The correspondence between specific points in the physical
planez and those in the parameter domainz is shown in Fig. 1~b!
with the same symbols. The final expressions for the complex
conjugate velocity,dW/dz, and the derivative of the complex
potential,dW/d§ have the following form:

dW

dz
52v0S §2a

§1aDexpF 1

p E
0

t dg

dj
lnS j2§

j1§ Ddj

1
1

p E
t

` db

dj
lnS j2§

j1§ Ddj1 ig0G , (1)

dW

d§
5N

§~§22a2!

~§22§1
2!~§22 §̄1

2!~§221!
. (2)

Here,v0 is the velocity on the cavity surface,N is a scale factor,
b~j! is the slope of the bladeb(x)5dyb /dx represented as a
function of the coordinatej in the parameter domain,g~j! is the
slope of the upper and lower free boundaries of the inviscid flow
OD and TD8, g(j)5gup@x(j)#, for 0<j<1 and g(j)
5g lw@x(j)#, for 1<j<t; g05g(0), gup(x)5dyd

up/dx, g lw(x)
5dyd

lw/dx.
The condition for the velocity at the upstream infinity,v1e2 ia,

and the cascade periodicity,heib* are used to determine the val-
ues of parametersz1 , a, andN. These conditions are represented
by

v1e2 ia52v0S §12a

§11aDexpF 1

p E
0

t dg

dj
lnS j2§1

j1§1
Ddj

1
1

p E
t

` db

dj
lnS j2§1

j1§1
Ddj1 ig0G , (3)

heib* 5 R
§5§1

dz

d§
d§5p i

N

v1

~§1
22a2!exp~ ia!

~§1
22 §̄1

2!~§1
221!

. (4)

The slope of the bladeb(x) is given in the physical plane. The
function b~j! in the parameter plane should be determined from

db

dj
5

db

dx

dx

dj
. (5)

Since dx/dj 5Re(dz/d§ u§5j), dz/d§ 5 dW/d§1/dW/dz, dW/dz
anddW/d§ are given by Eqs.~1! and ~2! that include (db/dj),
Eq. ~5! gives an integro-differential equation in terms of (db/dj).

The boundaries of the external inviscid flowyd
up(x) andyd

lw(x)
are calculated by integrating the expressiondz/d§ along the real
axis of the parameter domain.

Fig. 1 „a… Model of the cavity flow with viscous wake; „b… pa-
rameter domain

Fig. 2 Procedure of coupling the viscous and inviscid flow
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Equation~1! leads to the following integral equation in terms of
the functiong~j!, if the velocity on the boundariesOD andTD8,
vd@x(j)#5udW/dzu§5j , is specified.

E
0

t dg

dj8
lnUj82j

j81jUdj85p lnFvd@x~j!#

v0
S j1a

j2aD G
2E

t

` db

dj8
lnUj82j

j81jUdj8, 0<j<t.

(6)

We should note that the expressiondz/d§ has a logarithmic sin-
gularity at the downstream infinityD (§51). The change of the
variable j with the spatial variable in the physical planes
52K8 lnuj21u, whereK8 is a coefficient, makes it possible to
calculate the integrals in Eq.~1! near the pointD. The boundaries
OD and TD8 are assumed to be parallel far downstream of
the cascade. Thus, in the interval 12exp(2smax/K8),j,1
1exp(2smax/K8) the functiong~j! has a constant value, where
smax is the length of the streamline measured from the leading
edge.

2.2 Time-Averaged Wake Flow. Formation of a re-entrant
jet in the region of cavity closure has been observed in many
experimental studies and described, in particular, by Furness and
Hutton @22#. The numerical analysis of a re-entrant jet flow past a
hydrofoil including two-dimensional and three-dimensional calcu-
lation is given by Dang and Kuiper@23#. The intensity of the
re-entrant jet depends primarily on the shape of the hydrofoil and
the angle of attack. For slender bodies with a small angle of at-
tack, the re-entrant jet begins to interact with the free boundary of
the main flow immediately after its formation and it cannot reach
the point of cavity detachment,@16#. This process causes large
vortices in the rear portion of the cavity, resulting in the flow
recirculation and cloud cavitation. In the experimental study con-
ducted by Wade and Acosta@24#, no intensive re-entrant jets were
observed in the cavity flow past a cascade.

Based on the these experimental observations, the beginning of
the wake region is modeled by a time-averaged boundaryOH
upon which the density changes in a stepwise fashion from the
vapor densityrv to a certain valuer0 . Following the works@17#
and @19# we use the terms ‘‘mixing region’’ and ‘‘near wake’’ for
the regionsOHGK and KFF 8G, respectively. Due to the flow
recirculation in the mixing region, the density changes slowly. For
simplicity, it is assumed that the densityr0 in the mixing region is
constant andrv<r0<r. A self-similar velocity profile is assumed
between lower and upper boundaries of the mixing layerOGK .
The flow attaches to the blade surface at the pointG ~Fig. 1!.
Downstream of the cross sectionGK the density increases rapidly
due to higher pressure (p.pv) and the absence of reversed flows.
For simplicity, the density in the near wake is assumed to be equal
to the liquid density.

Following the theory of separated flows,@19,25#, a one-
parameter family of velocity profile is assumed in the ‘‘mixing
region’’ and ‘‘near wake,’’

u

vd
512m f~ ȳ!, (7)

wherem5(vd2u0)/vd is a form parameter of the velocity profile,
ȳ5y/d is the nondimensional coordinate across the wake,u0 , vd
are the velocities on the lower and upper boundaries of the vis-
cous wake, respectively, andf ( ȳ)52ȳ323ȳ211 is the universal
velocity defect function for the turbulent free mixing layers,@19#.
Various dependencesf ( ȳ) were investigated but it was found that
the choice of the functionf ( ȳ) has only a small effect on the
results. A small change of the empirical coefficient of turbulent

mixing K compensates for the effect of the function completely.
For the velocity profile of Eq.~7!, the displacement thicknessd*
and momentum thicknessd** are given by

d* 5E
0

dS 12
r0u

rvd
Ddy5H* ~m,r 0!d5S 12r 01

rm

2 D d,

d** 5E
0

d r0u

rvd
S 12

u

vd
Ddy5H** ~m,r 0!d5

r 0m

2 S 12
26

35
mD d

(8)
wherer 05r0 /r is nondimensional density.

2.2.1 Mixing Region. The convective terms in the
X-component of momentum equation are ignored due to the low
velocity in the recirculation region compared to the main flow
velocity. It gives

dp

dx
5

]t

]y
, t5r0xvd

2 (9)

where the stresst is calculated from the first Prandtl’s model and
x is an empirical coefficient that characterizes the turbulence in
the mixing region. Due to the two-phase flow in the mixing re-
gion, the tangential stress reaches its maximum valuet5tmax at
some thicknessD which is proportional to the spacing of the
cascade:

]t

]y
5

tmax

D
5

xr0vd
2

h
. (10)

Integrating Eq.~9! with Eq. ~10! along the mixing region and
using Bernoulli’s equation applied on the outer boundary of the
region, we obtain the following expression for the velocity at the
outer boundary of the mixing region:

vd~x!5v0 expF2
xr 0

h
~x2 l c!G , l c,x, l m , (11)

wherev0 is the velocity on the cavity surface.
The length of the mixing regionl m is determined from the

condition of the flow attachment

d* ~ l m!5yd
up~ l m!2yd

lw~ l m!. (12)

The thickness of the mixing layerd is determined from the rela-
tionship for free jet boundary layers

d5b~x2 l c!, (13)

whereb5b0r 0 andb0 is a coefficient determining the increase of
the width of the free mixing layer for cavitation-free flows,@26#.

The density in the mixing region is determined from the inter-
polation between the following two limiting cases. When the cav-
ity length approaches zero (l c→0), the nondimensional density
should approach one (r→1). When the cavity length reaches
some value corresponding to the throat of the blade channel
( l c max'h), the choke effect causes transition from partial cavita-
tion to supercavitation and consequently the density should ap-
proach zero (r→0), @14,24#. From the linear interpolation be-
tween the above two limiting cases, it is assumed

r 05r0 /r512 l c / l c max. (14)

2.2.2 Near Wake. Two functions,vd(x), andm(x), describe
the velocity field in the near wake region. In this region von
Karman’s momentum integral equation is applied and it is as-
sumed that the coefficient of turbulent mixing,K, is constant.

dd**

dx
1~2d** 1d* !

d ln vd

dx
50, (15)

K5
1

rvd

d

dx E0

d

rudy5
b0

2
. (16)

Integrating the continuity equation across the wake we have the
condition of interaction between viscous and inviscid flows in the
form proposed by Crocco and Lees@17#
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dd*

dx
5~d2d* !

d ln vd

dx
1

dyd
up

dx
2

dyd
lw

dx
. (17)

The value ofK5b0/2 corresponds to the self-similar boundary
layer developing far from the wall and this value has been used
throughout the present study. By using Eq.~8!, we can reduce
Eqs. ~15!–~17! to the following system of ordinary differential
equations:

A
dP

dx
5B, (18)

whereP5$pi%5$m,vd ,d* %, A5iai j i , B5$bi%, i j 51,3. The el-
ements of the matrixA and the vectorB are presented in Appen-
dix A. The system of Eqs.~18! is nonlinear due to the dependence
of the coefficientai j on the variablepi . The initial values of the
variables in the wake are assumed to be the same as those at the
end of mixing region,x5 l m .

2.3 Computational Adaptation. The solution algorithm of
the integro-differential Eq.~5! and the integral Eq.~6! is based on
the linear interpolation of the functionsb~j! andg~j! on the seg-
ment bj j 21 ,j j c of the real axis in the parameter domain, where
0<j j<t, j 51, M1 andt<j j<j* , j 51, M2 are fixed points.j*
is a large value, corresponding to the leading edge in the physical
plane. The valuesM1580, M2540 provide sufficient accuracy.
For each segmentbj j 21 ,j j c it is assumed that

db

dj
5b j85const, j 51, M2 ;

dg

dj
5g j85const, j 51, M1 .

(19)

In view of Eq. ~19! the functionsb~j! andg~j! have the form

b~j!5(
1

i 21

b j8Dj j1b i8~j2j i 21!1b t ,

g~j!5(
1

i 21

g j8Dj j1g i8~j2j i 21!1g0 , (20)

where i is the index of the segment in whichj is located, and
j i 21,j,j i , b t5b(C) is the slope of the pressure side of the
profile at the trailing edgeT. The angleg0 is determined from the
conditiong(t)5b(t)5(1

M1g j8Dj j1g0 , wheret is the value ofj
corresponding to the trailing edgeT. In view of Eq. ~19!, the
integrals appearing in Eqs.~3! and ~6! can be represented as

1

p E
t
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dj
lnS j2§

j1§ Ddj5b j8qj~§!,

j 51,M2 ; E
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dj
lnS j2§

j1§ Ddj5g j8qj~§!, j 51,M1 (21)

where the coefficientsqj (§)5 1/p *j j 21

j j ln(j2§/j1§)dj can be in-

tegrated analytically.
The integro-differential equation of Eq.~5! is solved by using a

method of consecutive approximation using the relation

b j85
b bx~j j !c2b bx~j j 21!c

j j2j j 21
, where

x~j!5ReS E
0

j dz

d§ U
§5j

dj D , j 51,M2 . (22)

The integral Eq.~6! in view of Eq. ~21! is reduced to a system
of linear equations

qi j g j85gi , i , j 51,M1 . (23)

The termqi j 5qj ( j̄ i). gi( j̄ i) is determined from the right-hand
side of the Eq.~6! at the pointj̄ i50.5(j i 211j i).

The nonlinear system of ordinary differential equations, Eq.
~18!, is integrated using standard fourth-order Runge-Kutta’s
method. The iteration was repeated until the velocity distribution,
vd(x), and the shape of the boundary of interaction,yd

up(x), sat-
isfied uvd

k11(xj )/v02vd
k(xj )/v0u,«, uyd

upk11(xj )/h2yd
upk(xj )/hu

,«, where k is the number of iteration,j 51, M1 , and «
51024 for the present study.

2.4 Examination of the Cavity Wake Model for Symmetric
Flow. In this section we discuss the choice of the values of
empirical factors and the validity of the model is examined by
applying it to symmetrical cavitation. The wake model includes
empirical coefficientsb0 , x, l c max. The coefficientb0 represents
the rate of increase of the free mixing layer width. Go¨rtler’s
theory described by Schlichting@26# predicts b050.098 at the
boundaries of mixing layer with (u/vd)250.1 and (u/vd)250.9,
and this value was used by Devis et al.@15# for modeling the
cavity flows in inducers. We use this value for the present calcu-
lations. The coefficient of turbulent viscosityx in the mixing re-
gion is chosen to provide good agreement between calculated and
experimental cavitation performances of the inducers. It will be
shown later that the valuesx50.4 and l c max5h provide good
results for inducers. The effect of the predicted cavity length and
the head coefficient on the value ofx is shown in Fig. 3. The
cavity length and the head coefficient decrease with the decrease
of the coefficientx, but the total length of the cavity and mixing
region, l m , is not sensitive to the value ofx. Within the frame-
work of the model of an ideal fluid the cavity length approaches
zero (l c→0) with s→` for the case with a sharp leading edge.
The present model predicts a finite values0 at which cavity
length becomes zero (s0'0.18 atx50.2 is shown in Fig. 3!. The
value ofs0 depends on the values of parametersb0 , x, l c max. It
increases almost linearly with the increase of the empirical coef-
ficient x. For the chosen valuex50.4,s0'0.4 was obtained. It is
expected thats0 corresponds to the inception cavitation number.
Although the values050.4 is quite reasonable for inducers, fur-
ther experimental and theoretical study is needed to correlates0
with inception.

The static head coefficientcst is calculated as a part of the total
head coefficient,@7#,

cst5
gHst

rUt
2 5

1

Q E
r h

r t p2~r !2p1~r !

rUt
2 2prcm~r !dr, (24)

wherecm(r ) is the meridional velocity,Q is the volumetric flow
rate, andp1 andp2 are the static pressure at the inlet and outlet,
respectively. The following approximate relation can be obtained
from Eq.~24! if we apply Bernoulli’s equation to the inviscid flow
and assume thatcm(r ) andvd2(r )/v1(r ) are constants

Fig. 3 Effect of choice of the coefficient x on the cavity length,
length of separated region, and static head coefficient for
the flow parameters: blade angle bÄ10 deg, angle of attack
aÄ5 deg, solidity of the cascade tÄ3
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r * 2

2r t
2 ~11f* 2!S 12

vd2
2 ~r * !

v1
2~r * !

D , (25)

wherevd2 is the velocity of the inviscid flow at the outlet of the
cascade,f* is the flow coefficient at mean square radiusr *
5A(r h

21r t
2)/2.

In Fig. 4 the cavitation performances predicted by the model
are compared with experimental data for inducer No. 1 and No. 2
described in Table 1. The comparison is made in terms of the
relative cavitation numbers2s* where the choke cavitation
numbers* is sets* 5scalc* for predicted data ands* 5sexp* for
experimental data. The difference betweenscalc* andsexp* is caused
by the leading edge thickness of the blades,@7#. For all predicted
data shown in Fig. 4 the valuex50.4 has been used. It can be
seen that this value provides good agreement between predicted
and experimental head coefficients for various inducers over a
wide range of cavitation number and flow coefficient including
the region of the head breakdown.

Figure 5 shows the predicted cavity and wake shapes for the
cascade at the tip, mid radius, and hub for inducer No. 1 under the
conditions of uniform inlet pressure and axial velocity. The gray
level corresponds to the level of density in the mixing region
determined by Eq.~13!. As can be seen, the cavity length de-
creases quite rapidly as we move from tip to hub although the
angle of attack increases. Thus, the cavitation starts at the tip and
then extends to the hub with decreasing inlet pressure. This is in
agreement with various experimental observations.

Figure 6 compares the predicted nondimensional cavitation

complianceC̃cav52]Ṽc /]s tip with experimental data. The cavity
volume is calculated as the radial integration of the area of the
vapor fraction.

Ṽc5
N

Vref
E

r h

r tS E
0

l c
yd~x,r !dx1~12r 0!E

l c

l m
yd~x,r !dxD dr,

(26)

whereVref52p2r t(r t
22r h

2) is the reference volume.
The experimental values for inducer No. 1 by Pilipenko et al.

@27# were determined from a test under cavitation surge. The data
of Saturn boosters engines J2 and F1,@28#, are also shown. The
presented model provides reasonable agreement with experimen-
tal data.

Fig. 4 Suction performance of the inducers compared with
experiment

Table 1 Geometry of the inducers tested

Inducer No. 1 No. 2 No. 3 No. 4 No. 5

Tip diameter, mm 120 156 127 149.8 149.8
Inlet hub diameter, mm 63 76 37 37.5 37.5
Outlet hub diameter, mm 63 76 65 79.4 76.4
Number of blades 2 3 3 3 4
Solidity at tip 3 2.5 2.5 1.9 2.97
Inlet blade angle, deg. 8.25 11 10 7.5 7.5
Outlet blade angle, deg. 8.25 11 12 9.0 9.0
Blade thickness at tip, mm 2 3 2.5 2 2
Blade thickness at hub, mm 4 5 3.5 5 5
Ref. to the experiment data @27# @27# @30# @4# @3#

Fig. 5 Boundaries of the inviscid flow at the tip, middle and
hub radius for the inducer No. 1

Fig. 6 Cavitation compliance prediction compared with ex-
perimental data for Inducer No. 1, †27‡, and experimental range
of cavitation compliance for Saturn boosters engines J2 and
F1, †28‡
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Real inducer flow is three-dimensional with tip clearance leak-
age and inlet backflow,@7#. These effects are not taken into ac-
count explicitly in the present model. However,x50.4 is deter-
mined so that the predicted suction performance agrees with
experiments, suggesting that the three-dimensional effects are im-
plicitly taken into account in the choice of the value ofx. Al-
though it is interesting to note that a unique set of values of
empirical factors can nicely predict the suction performance of
several inducers, there should be a certain limit for the quantita-
tive prediction of inducer performance by the present two-
dimensional model.

3 Nonsymmetric Cavity Flows in Cascades
Most of the studies on the steady cavitation in inducers consider

equal cavitation for all of the blades. For attached uneven cavita-
tion, @4#, and alternate blade cavitation,@1#, cavity length differs
from blade to blade. For such cases each blade should be consid-
ered independently. Horiguchi et al.@6# have shown that alternate
blade cavitation can be predicted by a closed cavity model by
using a singularity method. In this section the effects of cavity
wake on asymmetric cavitation are examined. The nonlinear map-
ping method becomes too complicated if we consider each blade
independently. Here, the singularity method is used for the analy-
sis of asymmetric cavitation combined with the cavity wake
model.

3.1 Some Features of Using the Singularity Method With
the Wake Model. The complex potential of the flow can be
represented as the superposition of the complex potentials of the
main flow Ue2 iaz and the complex potentialities of disturbance,
wn ,

W~z!5Ue2 iaz1(
1

N

wn~z!, (27)

whereN is number of the cascade blades,wn shows the distur-
bance ofnth blade-cavity-wake and is represented by sources and
vortices distributed along the blades. Details of the method are
described in@6,18#. Here, we describe only the differences caused
by the application of the cavity wake model.

The sources are distributed along the whole length of the blade
to represent cavity and wake. On the boundary of interaction the
tangential velocity is given from linearized Bernoulli’s equation
and the cavity wake analysis,

vn~x!5H U1
sU

2
, 0<x< l cn

un~x!, l cn<x<C

, (28)

wherel cn is the cavity length, the functionsun(x) is the tangential
velocity at the outer boundary of the viscous flow for thenth
blade.

Since there are no sources forx.C the source strength should
approach zero atx5C:

qn~C!50, n51,N. (29)

This condition is used instead of the cavity closure condition in
the closed cavity model,@6#.

The coupling procedure of the viscous and inviscid flows is the
same as shown in Fig. 2. Although the solution of the external
inviscid flow is linear, the solution of the total problem is nonlin-
ear due to the nonlinearity of the model of the viscous wake,~18!.
The valuesx50.4 andl c max50.7h were used in the calculations.
A small change of the coefficientl c max is needed (l c max50.7h
instead ofl c max5h) due to the difference in linear and nonlinear
external inviscid flow solutions. Although an infinite number of
blades of the cascade is considered, the periodicity of the flow
over two or three blades is assumed for alternate blade cavitation
and attached uneven cavitation.

3.2 Pressure Balance for Alternate Blade Cavitation. For
alternate blade cavitation, the pressure increase in blade channels
with a larger cavity should agree with that in the blade channels
with a shorter cavity. This pressure balance is discussed here. The
head in a particular blade channel depends on the flow rate and the
degree of cavitation development in that channel. Usually, the
inducer head and cavity length are considered to be functions of
the cavitation number and flow rate, i.e.,cst5cst(s,f), l c
5 l c(s,f). It is also possible to represent the head as a function
of the cavity length and flow coefficientcst5cst( l c ,f). This
representation makes it possible to consider the head in different
blade channels independently. The decrease of the head in one
blade channel might be caused by the increase of the flow rate or
by the choke of the flow due to cavitation. A combination of these
phenomena can provide the equality of the pressure at the outlet
of the blade channels.

Figure 7 shows the head versus cavity length for various flow
coefficients for the equal cavity flow predicted by the present
model. The static head coefficient is evaluated by Eq.~25! with
r * 5r t . We consider an arbitrary operational pointA( l c ,f) for
the equal cavity flow. Under alternate blade cavitation this point
moves toA8 for one blade and toA9 for the next blade as shown
in Fig. 7. If the alternate blade cavitation occurs, the flow rate in
one channel will increase and that in the next will decrease. For
the channel with increased/decreased flow rate, the cavity will be
shorter/longer, and the developed head should be balanced. If the
flow coefficient in one channel is increased, the cavity length and
the head in the channel will be decreased: the pointA moves to
the pointA8( l c2d l c1 ,f1df). Since the total flow rate is kept
constant, the flow coefficient in the second blade channel will be
f2df̃. Although the head coefficient near the pointA increases
with the decrease of the flow coefficient, it can decrease due to the
cavitation development, at positionA9 for example. Thus, the
pressure can be balanced between blades channels:

cst
r ~ l c2d l c1 ,f1df!5cst

r ~ l c1d l c2 ,f2df!. (30)

Several results of alternate blade cavitation predicted by the
present model are shown in Fig. 7 for the valuef50.12 with
closed squares for the longer cavities and with closed triangles for
the shorter one. We observe that the head is balanced in the each
case. The operating points for each blade channel are approxi-
mately on the curves of equal cavity flow corresponding to the

Fig. 7 Head dependences of the cascade versus cavity length
for various flow rates in the case of symmetric cavity flow
„solid lines … and alternate blade cavitation „closed squares for
longer cavities and closed triangles for shorter cavities …: blade
angle 10 deg, solidity 2.5
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actual flow rate in the blade channel. The pressure balance cannot
be examined with a closed cavity model,@6#, since the pressure is
always balanced for the closed cavity model.

3.2.1 Alternate Blade Cavitation.Figure 8 shows the pre-
dicted cavity and wake shapes of alternate blade cavitation for
s50.095 ands50.145. The gray level corresponds to the level
of density in the mixing region. As can be seen, the cavity shape
differs alternately. With an increasing cavitation number the dif-
ference of the flow parameters on different blades increases.

Figure 9 compares the predicted cavitation performance with
experimental results for inducer No. 5~see Appendix B!. The
calculations are made at the mean square radius to compare the
head. The region of alternate blade cavitation predicted at the tip

is also shown. The comparison is made in relative cavitation num-
ber s2s* . In the experiment, the alternate blade cavitation was
observed in the region shown in the figure. A small effect on the
head coefficient can be seen forf50.06 but not forf50.08. The
present model fails to predict the head quantitatively in the case of
the nonsymmetric flow. However, Fig. 9 shows that the predicted
region of the alternate blade cavitation at the tip is in reasonable
agreement with the experiment. The closed cavity model predicts
much larger value ofs for alternate blade cavitation,@6#. In Fig. 9
the region of rotating cavitation is also shown. Rotating cavitation
starts at a smaller cavitation number than does alternate blade
cavitation.

3.2.2 Attached Uneven Cavitation.In three-bladed inducers
the steady nonsymmetrical flow was observed in@4# and is named
attached uneven cavitation~Fig. 11~a!, the region markedc!.
This cavitation pattern occurs at a smaller cavitation number than
rotating cavitation. No steady flow pattern corresponding to at-
tached uneven cavitation can be predicted by a closed cavity
model,@6#.

In Fig. 10 are shown the predicted lengths of cavities,l c , total
lengths of the cavity and mixing regionl m and the flow rate in the
blade channels versus cavitation number for a three-bladed in-
ducer. We set the blade numbering as shown in Fig. 10. In the
direction of blade numbering, the cavity size changes smallest,
largest, and then middle. This agrees with the experimental obser-
vation by Azuma et al.@29#. We have smaller flow rate for the
blade channel with larger cavity. Thus, only one blade channel is
choked with the largest cavity and smallest flow rate. With the
decrease of the cavitation number the difference of the flow be-
tween channels also decreases and disappears at some small cavi-
tation number near the head breakdown at which the mixing re-
gion extends to the trailing edge of the blade.

In Fig. 11~a! are shown the experimental suction performances
and the map showing the occurrence regions of various types
cavitation for inducer No. 4. The region 3 corresponds to attached
uneven cavitation. In this region the flow is stable and a small
head decrease can be observed. The region 4 corresponds to ro-
tating cavitation. There is no head decrease in this region. The
attached uneven cavitation occurs at slightly smaller cavitation
numbers than for rotating cavitation.

In Fig. 11~b! are shown the suction performances predicted at
the mean square radius, for inducer No. 4. The region of attached
uneven cavitation predicted at the tip is also shown. The compari-
son of Figs. 11~a! and 11~b! shows that the region of attached
uneven cavitation agrees with that predicted at the mean square
radius and the region of rotating cavitation agrees with the region

Fig. 10 Predicted cavity length, length of the mixing region
and flow rate in the blade channels versus cavitation number
for the three-blade cascade: blade angle 10 deg, flow coeffi-
cient 0.113, solidity 2.5

Fig. 8 Asymmetric cavity flow in the two-blade cascade: blade
angle 10 deg, angle of attack 5 deg, solidity 2.5 for cavitation
numbers 0.095 and 0.145

Fig. 9 Predicted head coefficient compared with experiment,
plotted versus the relative to the choked cavitation number s* ,
for inducer No. 5; A.B.C. alternate blade cavitation; R.C. rotat-
ing cavitation
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predicted at the tip. Calculations at various radii show that the
attached cavitation first appears at the tip and then extends to the
hub with further decrease of inlet pressure. The significant influ-
ence of the backflows at the inlet forf50.06, which is not taken
into account, may cause the disagreement between the predicted
and experimental cavitation performance.

Figure 12 compares the predicted region of alternate blade cavi-
tation for two~four!-bladed inducers with the region of attached
uneven cavitation for three-bladed inducers in the plane of the
cascade solidityt and the parameters tip /(2a). The experimental
points for inducer No. 4 and No. 5 as well as the results predicted
by the closed cavity model are shown. It can be seen that the
region of nonsymmetric cavitation for the two~four!-bladed induc-

ers is larger than that for three-bladed inducers. The cavity wake
model provides much better agreement with experiment than the
closed cavity model@6#, for the region of alternate blade cavita-
tion in terms ofs/(2a).

Conclusions
A cavity wake model was presented for the prediction of steady

cavitation performance of inducers. The model is based on the
physics of the viscous flow in the wake and the interaction with
outer inviscid cavity flow is taken into account. The wake model
contains several empirical factors and it was applied to several
inducers using a set of values for the empirical factors. It was
shown that the model can predict the suction performance and
cavitation compliance reasonably for a wide range of flow coeffi-
cients and cavitation numbers.

The model was applied to alternate blade cavitation for induc-
ers with an even number of blades, to examine the pressure bal-
ance between the blade channels with larger and smaller cavities.
It was clarified that the blade channel with a larger cavity has a
smaller flow rate and the increase of Euler’s head is balanced by
head decrease due to cavitation. The model was further applied to
an attached uneven cavitation for inducers with three blades
which cannot be predicted by a closed cavity model. The wake
model can predict the attached uneven cavitation and the relations
cavity size and the flow rate in each channel was examined. It was
shown that the onset range ofs/(2a) for alternate blade cavita-
tion and attached uneven cavitation can be predicted more reason-
ably than the closed cavity model. The model can predict the
‘‘dips’’ in the suction performance curves associated with the al-
ternate blade cavitation and attached uneven cavitation. However,
the agreement of the predicted head with experimental results was
not as good as in the cases of the first several inducers No. 1–No.
3, especially at lower flow rates. This shows the limitation of the
present model for the quantitative prediction of the cavitation per-
formance of real three-dimensional inducers.
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Fig. 11 „a… Experimental suction performances and map
showing the occurrence regions of various oscillating cavita-
tion types for inducer No. 4 „see Appendix B …; „b… predicted
suction performances and map of regions of the nonsymmetric
flow for inducer No. 4 „see Appendix B …

Fig. 12 Comparison of the regions of nonsymmetric flow past
two and three-blades cascade in the plane of the cascade so-
lidity and the parameter s tip Õ„2a…: the blade angle bÄ8 deg,
flow coefficient fÄ0.084; A.B.C. alternate blade cavitation,
two „four …-bladed inducers; A.U.C. attached uneven cavitation,
three-bladed inducers

Journal of Fluids Engineering SEPTEMBER 2003, Vol. 125 Õ 765

Downloaded 03 Jun 2010 to 171.66.16.152. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Nomenclature

Ccav 5 quasi-steady cavitation compliance
b0 5 coefficient of free mixing layer increase
C 5 chord length
h 5 cascade spacing
i 5 imaginary unit in space,i 2521

K 5 coefficient of turbulent mixing
l c 5 cavity length
l m 5 total length of the cavity and mixing region
N 5 number of inducer blades
m 5 velocity profile form parameter

p, pv 5 pressure and vapor pressure
r 0 5 nondimensional density5r0 /r
S 5 inducer pitch
u 5 x-component velocity in the wake
v 5 tangential velocity

Vc 5 cavity volume
W 5 complex potential
yd 5 inviscid flow boundary
a 5 angle of attack

b* 5 blade angle
b(x)5dyb /dx 5 slope of the blade

x 5 coefficient of turbulent viscosity
d 5 viscous layer thickness

d* 5 displacement thickness
d** 5 momentum thickness of the viscous layer

f 5 flow coefficient
g0 5 angle of cavity closure
u 5 blade thickness
r 5 liquid density

r0 5 density in the mixing region
s 5 cavitation number

s* 5 cavitation number for choked cavity flow
t 5 tangential stress

cst 5 static head coefficient
z 5 parameter region5j1 ih

Subscripts

1 5 parameters at inlet
2 5 parameters at outlet
n 5 blade index
h 5 parameters at hub
t 5 parameters at tip
d 5 parameters at outer boundary of viscous layer

Appendix A
Coefficients of the matrixA and vectorB of Eq. ~18!:

a115
]H**

]m
2H**

] ln H*

]m
,

a125
2H** 1H*

vd
, a135

H**

d*
, b150,

a2152d*
] ln H*

]m
, a225

d* ~12H* !

vd
,

a23512H* , b25
b0H*

2
,

a3150, a3252
d* ~12H* !

H* vd
,

a3351, b35
dyd

up

dx
2

dyd
lw

dx
.

Appendix B
For inducers of varied pitch, in order to take into account in-

creasing of the axial velocity due to the increasing hub diameter,
the equivalent cascade of the profiles with blade anglebeq is used:

beq~x!5b~x!2Db~x!,

whereDb(x)5Arc tan(S1/2pr * r t
22r h

2(o)/r t
22r h

2@z(x)#)2b1 .
z is coordinate in axial direction andS1 , b1 are the inducer

pitch and blade angle at the inlet. Usually, inducers are designed
such matter thatbeq(x)'b1 .
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Experimental and Numerical
Study of Unsteady Flow in a
Diffuser Pump at Off-Design
Conditions
An experimental and numerical study was developed for the unsteady phenomena at
off-design conditions of a diffuser pump. Unsteady pressure measurements were made
downstream of the impeller, and the pressure fluctuations were analyzed using the en-
semble averaging technique as well as the statistical and chaotic time series analysis. The
unsteady flow was classified into five ranges as a result of the statistical and chaotic time
series analysis. And a two-dimensional vortex method was employed to investigate the
unsteady flow structure due to the interaction between impeller and diffuser vanes in a
diffuser pump at various off-design conditions. The numerical results of unsteady flow at
a partial discharge range (approximately 83% of the rated flow rate) show an asymmetri-
cal separation bubble near the pressure surface of the impeller vane. The intermittence of
the separation bubble may be the main factor to cause the unstable characteristics of the
test diffuser pump. The calculated unsteady flow at the lower partial discharge range
(50% of the rated flow rate) presents a rotating stall in the impeller passage as well as in
the diffuser passage, which can be main cause of unstable characteristics there.
@DOI: 10.1115/1.1603305#

Introduction
In diffuser pumps, the centrifugal impeller interferes with the

diffuser vanes and produces pressure fluctuations downstream of
the impeller. These pressure fluctuations may become as large as
the total pressure rise across the pump in the case of a small radial
gap between the impeller and diffuser vanes. These fluctuations
not only generate noise and vibration that cause unacceptable lev-
els of stress and reduce component life due to fatigue, but also
introduce unfavorable characteristics of pump performance even
at or near the design point. Considerable experiments have been
conducted in studying the interactions between the flow within the
impeller and the diffuser vanes of centrifugal turbomachine at the
rated flow rate since the 1960s,@1–8#. As discussed on axial tur-
bines by Dring et al.@9#, the interactions can be divided into po-
tential and wake effects. The former affects both the impeller and
the diffuser, and decreases with the increasing distance between
blade rows. The latter impacts the flow downstream and should
persist over larger distances. Recently Shi and Tsukamoto@10#,
and Wang and Tsukamoto@11# analyzed the potential and wake
effects in a diffuser pump by comparing the calculated unsteady
pressures with the measured ones.

Unsteady phenomena in diffuser pumps become more compli-
cated at off-design operating conditions. At reduced flow rates, the
flow rate and pressure of a pump become increasingly unstable.
When substantial flow fluctuations are propagating at a low fre-
quency along the circumference, but are limited to a part of the
components~e.g., rotor, diffuser, or volute!, the phenomenon is
typically referred to as rotating stall. Yoshida et al.@12# investi-
gated the rotating stall instability in a seven-bladed centrifugal
impeller with a variety of diffusers. The stall propagation speed in
the diffuser was less than 10% of the impeller speed, and it was
most evident when the clearance between impeller and diffuser
vanes was large. Using PIV and pressure fluctuation measure-

ments, Sinha et al.@13# studied the occurrence of stall in a cen-
trifugal pump with a vaned diffuser that has a gap of 20% of the
impeller radius and 15.4% of the diffuser chord length. They dem-
onstrated that the separation of the high-speed leakage flow in the
gap from the exit side to the beginning of volute causes the onset
of the rotating stall with 6.2% of the impeller speed.

However, it seems difficult to understand the unsteady phenom-
ena only from experimental studies because of the complicated
flow structures in pumps, especially at off-design conditions. Sun
and Tsukamoto@14# calculated the off-design performance in a
diffuser pump using a three-dimensional, unsteady RANS code
with standardk–« turbulence models. Sano et al.@15# reported
the numerical study of rotating stall in a pump vaned diffuser, in
which the flow instabilities were observed in a range with nega-
tive slope of the pressure performance curve of the diffuser.

In spite of considerable efforts devoted to the study of rotating
stall in pumps, the mechanism of the phenomenon has not yet
been well understood. There exist some difficulties in employing
the unsteady RANS solver:~1! mesh generation problem in the
gap between the impeller and diffuser,~2! turbulence model prob-
lem in the complicated unsteady flow, and~3! convergence prob-
lem in grid and iteration number per time step. On the other hand,
the vortex method can be applied easily to flows around complex
geometry because it is grid-free. And the physical variables like
vorticity, velocity, and pressure can be obtained directly without
iteration process at every time step in the vortex methods, and
thus there is no convergence problem for the vortex method.
Moreover, Lagrangian representation of the evolving vorticity
field in vortex methods is well suited to a moving boundary. In the
present study, therefore, the vortex method,@11#, was extended to
the case of changing operating points at the off-design condition
of pump. The pressure fluctuations due to the rotor-stator interac-
tion and the rotating stall in a diffuser pump were calculated using
the vortex method, and the calculated pressures were compared
with the experimental data.
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Experimental Setup and Procedures
Figure 1 shows the test rig and the instrumentation system of

the experiment. The experiment is conducted in a closed loop,
which consists of a reservoir open to air, a suction valve, a test
pump, a discharge pipe, and a discharge valve. The flow rate
adjusted by the discharge valve is measured by the ultrasonic
flowmeter installed in the discharge pipe. The rotational speed of
the pump is detected by the pulse signals~60 pulses a revolution!.
In order to avoid cavitation, water is supplied into the suction port
from a large reservoir with a water level of 1.6 m higher than the
pump center through a short inlet pipe. The large reservoir is open
to air, and thus there will not appear a marked low frequency
oscillation in the present system, which usually happens in an
airtight system due to the compressible air if existing.

The test pump is a centrifugal pump with a closed impeller
illustrated in Fig. 2~a!, and corresponds to one stage of a multi-
stage centrifugal pump. Its principal specifications are summa-
rized in Table 1. Figure 2~b! illustrates the unsteady pressure mea-
surement stations on the shroud casing of the diffuser in the test
pump. The measurement stations were arranged on the intersec-
tion of six radial and five streamwise grid lines in a blade-to-blade
diffuser passage. Measurement stations were also arranged in
other passages in order to measure the propagation of the pressure
fluctuations toward the peripheral direction. The instantaneous
suction and discharge pressure, as well as the unsteady pressure in
the diffuser passage are measured by semiconductor-type pressure
transducers, which are installed directly on the pressure taps in
order to prevent the decrease of natural frequency in the pressure
measurement systems. The instantaneous rotational speed and un-
steady pressure are transmitted to an A/D convector and recorded
on the data file in the computer.

Numerical Analysis
The two-dimensional unsteady viscous flow was calculated for

the flow field around the impeller and vaned diffuser shown in
Fig. 3 using the vortex method developed by the authors,@11#.
The outline of the procedure will be described in this paper.

Flow Model. The continuous vorticity field is represented by
the bound vortex elementsgb adjoining the solid boundary, and
the vorticesgw emanating from the trailing edge and boundary
layer. To satisfy the no-flux and no-slip boundary conditions si-
multaneously, in the present calculation, source panelss are dis-
tributed just under the boundary surface as shown in Fig. 4,@16#.
The wake and separated flow, which carry concentrations of vor-
ticity, are traced by a Lagrangian scheme.

Unsteady Velocity. As an extension of the Biot-Savart law,
@17#, to two-dimensional unsteady viscous flow, the velocityV~r !
in a domainS bounded by boundaryL can be written as the sum
of the velocity induced by all vortex elements in the domainS,
and that induced by the absolute motion of the boundaryL, that is

bV~r !52
1

2p F E
S

v~r0!3~r02r !

ur02r u2 dS

1E
L

$V~r0!•n0%~r02r !

ur02r u2 dL

2E
L

$V~r0!3n0%3~r02r !

ur02r u2 dLG . (1)

Here, r0 equals the position of the vortex elements or boundary
elements,r equals the one where the velocity is being evaluated,
and b51 and 0.5 forr are in domainS and on boundaryL,
respectively.

Unknown Vorticity. The main problems in the present vortex
method are how to represent the vorticity field and how to deter-
mine its position and strength to satisfy the boundary conditions.
A Petrov-Galerkin boundary method,@18#, was applied to deter-
mine the vorticity in the thin layer adjoining the solid boundary to
satisfy the boundary conditions. As derived directly from the
Navier-Stokes equations by the present authors,@11,19#, the vor-
ticity shedding from a stationary solid surface and a solid bound-
ary rotating with angular velocityV can be determined by

Fig. 1 Test rig and instrumentation system
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DG i5E
t j 21

t j E
Li

Li 11

@]Vl /]t1]B/]L#dLdt (2a)

and

DG i5E
t j 21

t j E
Li

Li 11

@]Wl /]t1]B8/]L1~]V/]t3r !• l#dLdt

(2b)

respectively, whereB85B2U"V.

Unsteady Pressure. After the vorticity and velocity field are
determined, the unsteady pressure can be calculated directly in the
present two-dimensional flow calculation. The boundary element
method was used to obtain the Bernoulli functionB, @20#. In this
study, an inner boundary surfaceL2 was set between the rotor and
stator as shown in Fig. 3, and by employing the Gaussian diver-
gence theorem and the flow continuum equation, the following
equation can be derived,@11#:

b1B8~r !1b2B~r !2E
Li

B8~r0!¹G•ndL2E
Ld

B~r0!¹G•ndL

5E
Li

S ]V

]t
3r0D •nGdL2VE

L2

]Vr

]u
GdL2E

L2

~V"U!¹G

•ndL2nE
Li1Ld

~¹G3v!•ndL1E
S1

¹G•~W3v!dS

1E
S2

¹G•~V3v!dS (3)

where the values ofb1 andb2 at P(xP ,yP) are shown in Table 2.

Instantaneous Flow Rate. The instantaneous pump operation
is calculated by considering the change in the pump operating
point. In the present calculation, the effects of pipe system was
simplified by a equivalent pipe length,@21#, and it was assumed
that the pump delivers no elevation head, so the instantaneous
flow rateQi(t) can be calculated by

H~ t !5~ l eq /gA0!dQ/dt1kH0Q2/Q0
2 (4)

where H0 and Q0 are the rated total head and flow rates;A0

5pD0
2/4 is the nominal flow area;l eq is equivalent pipe length

referred to areaA0 ; and k is the resistance coefficient. At every

Fig. 2 Schematic configurations of test diffuser pump; „a…
cross-sectional view of test pump, „b… impeller and diffuser, „c…
leading edge of impeller vane

Fig. 3 Mathematical model for calculation

Table 1 Specifications of test pump

Rating: Impeller:
Q0 4.4 m3/min R2 165 mm
H0 33.7 m b2 28 mm
N0 1500 min21 b2 24.3 deg
Ns 232 (m3/min,m,min21) Zi 6
Diffuser: Return Channel:
R3 170 mm R5 240 mm
b3 , b4 30 mm b5 , b6 34 mm
R4 240 mm R6 120.5 mm
Zd 11 Zr 11
R3 /R2 1.03 R6 /R5 0.5
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calculation step, the pump operating point is determined in the
process of resolving iteratively the instantaneous flow rate and
total head rise in Eqs.~3! and ~4!.

Calculation Condition and Numerical Uncertainty. In the
present calculation, the thickness of the vortex panels adjoining
the solid boundary is assumed to beh/D252.0/ARe. The instan-
taneous rotational speed of pump,N(t), is assumed to be

N~ t !5Nf~12e2t/Tna! (5)

whereTna5T0 was assumed in the present study.
Although the present vortex method is grid-free and determin-

istic, the numerical results may be affected by the number of
panels on the boundary surface as well as the free vortices in the
flow field. Thus the uncertainty analysis was conducted in detail in
our previous study,@11#, in which it was proven that accurate
computations could be obtained from 240 time steps per revolu-
tion, 45 panels per blade, approximately 25,000 vortex elements
for the rated operating condition, and whereas there are 30,000
vortex elements for the off-design operational condition. The
present calculations were done for 198 time steps per revolution,
60 panels per blade, and approximately 30,000 vortex elements
for the entire flow field. The time incrementDt is 2.02
31024 seconds for 198 time steps per revolution under the rota-
tional speedN051500 min21. The computation was done during
30 revolutions, that is, 5920 time steps in 1.2 seconds. Therefore,
the unsteady components can be captured in the frequency ranges
from 1.67 Hz to 2475 Hz. The CPU time is about 330 hours~two
weeks! on a Workstation VT-Alpha 666~666 MHz Alpha proces-
sor, 1GB RAM!.

Results and Discussion

Performances and Steady Pressure.The performance test
of the diffuser pump has been conducted before going into the
detailed unsteady pressure measurements. Figure 5~a! shows the
measured and calculated performance curves of the test pump.

The calculated flow rate and total pressure rise shown in this
figure are time-averaged during the period ofNt from 6 to 16. The
performance curve calculated by vortex method agrees qualita-

Fig. 4 Panel around solid boundary and nascent vortex elements

Fig. 5 Pump characteristics curve; „a… total pressure rise
coefficient and pump efficiency and „b… standard deviation of
total pressure rise, the experimental uncertainties cÄÁ1.0%,
fÄÁ1.6%, and hÄÁ2.5%

Table 2 Values of b1 and b2 in Eq. „6…

Locations ofP b1 b2

in S1 1 0
on Li 0.5 0
on L2 0.5 0.5
in S2 0 1
on Ld 0 0.5

**sB•¹2GdS52(b1B81b2B)
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tively with the measured one. However, the calculated absolute
value is 10% bigger than the measured one because the hydraulic
losses in the bend and return channel~see Fig. 2! are ignored in
the present two-dimensional calculation. The performance curve

Fig. 6 Variation in steady pressure versus flow rate at the in-
let, mid, and exit of diffuser passage; the experimental uncer-
tainties QÄÁ1.5%, and CpÄÁ0.9%

Fig. 7 Comparison of unsteady pressure in the time domain,
„a… „r 1 ,c 1…; „b… „r 1 ,c 3…, the experimental uncertainties Cp
ÄÁ0.9%

Fig. 8 Measured pressure fluctuations at station „r 1 ,c 1… in the
frequency domain for the rated condition, the experimental un-
certainties SxxÄÁ1.8%

Fig. 9 Calculated flow pattern at NtÄ131Õ9 for Q̄ÕQ0É0.86; „a…
vortex pattern „b… velocity contour
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shows that there exists an evident positive slope below the 50% of
the rated flow rate designated by II, and a slightly positive slope in
a very small range at approximately 80 percent of the rated flow
rate designated by I. As is well known, the diffuser pump becomes
unstable when operating in these ranges with positive slope of
characteristic curve. Figure 5~b! shows the standard deviation of
the measured total pressure rise,sc . There exists marked increase
in sc in these two ranges designated by I (Q/Q0'0.8) and II
(Q/Q0,0.5).

Figure 6 presents the time-averaged pressure coefficientCp on
the representative pressure taps (r 1 ,c3) at the inlet, (r 3 ,c3) at the

mid, and (r 6 ,c3) at the outlet of the diffuser passage. This figure
also shows the$Cp(r 6 ,c3)2Cp(r 1 ,c3)% which reflects the dif-
fuser performances. AtQ/Q0'0.8 and 0.4,Q/Q0,0.6 the slope
of Cp(r 1 ,c3) is positive, which shows the unique impeller perfor-
mance. On the other hand, there exists positive slope of the unique
diffuser performance atQ/Q0,0.4 and 0.5,Q/Q0,0.7. Based
on the positive slope of these characteristic curves, the entire op-
erating range can be classified into five ranges from A to E as
shown in Fig. 6.

Pressure Fluctuations at Rated Flow Rate. The spectrum

Fig. 10 Calculated flow pattern at NtÄ93Õ9 for Q̄ÕQ0É0.83; „a… vortex pattern,
„b… velocity contour in area D
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analysis was done for unsteady pressure data recorded with the
sampling frequency of 2000 Hz in 50 seconds to capture the lower
frequency components of the pressure fluctuations. Figures 7~a!
and (b) show the comparisons of the time histories of the un-
steady pressure calculated by vortex methods with the measured
data at measurement stations (r 1 ,c1) and (r 1 ,c3) ~see Fig. 2~b!!.
The measured unsteady pressures shown in these figures are
phase-averaged in 100 revolutions of the impeller. Numerical and
experimental pressures show the peak and valley due to the po-
tential and wake effects in the rotor-stator interaction, as can be
seen in Fig. 7~a!. And the amplitude of the calculated unsteady
pressure show good agreements with the measured one. Thus the
present numerical results are acceptable, although they do not
always coincide with the experimental data as shown in Fig. 7~b!.

Figure 8 presents the power spectral density function of pres-
sure measured at the pressure tap (r 1 ,c1) for the rated condition.
The unsteady pressure in the diffuser passage fluctuates with the
impeller blade passing frequencyNZi and its higher harmonics as
shown in this figure. This characteristic agrees well with the pre-
vious analysis,@11#, and therefore the present measured data are
available to analyze the lower frequency components in the lower
flow rates. There seems to exist no abnormal flow in the diffuser
pump at the rated condition, in which lower frequency compo-
nents are not dominant.

Unsteady Flow at Unstable Range. The unstable character-
istics of the pump will be discussed by considering unsteady flows
at the operating points IA , IB and IC in unstable range I shown in
Fig. 5.

Figure 9 shows the calculated vortex pattern and velocity con-
tour at the normalized instant ofNt5131/9, forQ/Q0'0.86 ~the
operating point IA in Fig. 5!. In Fig. 9~b!, the vector in the impel-
ler passage stands for the relative velocity, whereas the one in
other passage represents the absolute velocity.

Figure 10 shows the calculated vortex pattern and velocity con-
tour at the normalized time ofNt593/9, for Q/Q0'0.83 ~the
operating point IB in Fig. 5!. The comparison of the vortex pat-
terns in Figs. 9 and 10 show that vortex layer on the pressure
surface of the impeller vane is thicker in the latter case than in the
former case. Figure 10~b! shows the velocity contour in the local
area D shown in Fig. 10~a!. In Fig. 10~b!, there exists a separat-
ing bubble near the pressure surface of the impeller vane.

Figure 11 shows the velocity contour atQ/Q0'0.80 ~the oper-
ating point IC in Fig. 5! in the same local areaD and at the same
instantNt593/9 as Fig. 10~b!. There exists a separating bubble
near the pressure side of the impeller vane.

Figure 12 shows the time histories of relative velocity at the
location E ~see Figs. 10 and 11!, which is near the midst of the
pressure surface of the impeller vane and distanth from the pres-
sure surface. The relative velocity with an anti-clockwise around

the vane is defined to be positive. Therefore there exists a sepa-
rating flow when the relative velocity shown in the figure is posi-
tive. Otherwise no separating flow appears near the pressure sur-
face of the impeller vane. The separating bubble is found to be
intermittent forQ/Q0'0.83 as can be seen in Fig. 12. The inter-
mittence of the separating bubble is thought to be one of the main
factors to cause the unstable characteristic of the test diffuser
pump around the rated flow rate.

Figure 13 presents the calculated results atQ/Q050.50. Figure
13~a! shows the time histories of the circulation around diffuser
vanes D1 to D11. Figures 13~b!, ~c!, and~d! present the velocity
contour in the diffuser pump at the instantNt56, 11 and 16 after
the pump start, respectively. As can be seen in these figures, the
diffuser vane D7, D3, and D9 are stalled completely at the instant
Nt56, 11, and 16, respectively. From Fig. 13~b! to ~d!, the circu-
lation shown in Fig. 13~a! is found to be greater than 1 m2/s on
the stalled diffuser. Thus, the time histories of the circulation
around diffuser vane show the propagation of stall among the
diffuser passages.

The separating flow on the pressure surface of the impeller vane
will be explained by considering the difference of the separating
flow around a stationary blade from the one around a rotating
blade in a rotating coordinates. In the relative velocity field ex-
pressed by

¹3W5 v 22V (6)

the flow relative to the rotating blade has a ‘‘relative eddy,’’ that is
a distributed vorticity of magnitude 2V throughout the flow do-
main. Recently, Lewis@22# reported that the influence of the dis-
tributed vorticity 2V could be so dominant, notably for reduced
flow rates, that a standing eddy was found on the driving surface
of the blades in a centrifugal compressor. This standing eddy
causes the separating flow on the pressure side of the impeller
vane. In addition to that, the impeller vane inlet is removed at the
suction side and the inlet blade angle is only 3 deg relative to the
circumference to avoid the cavitation as shown in Fig. 2~c!. This
small inlet angle is thought to be one of the reasons why the
separating flow appears first not on the suction side of the impeller
vane but on the pressure side, even at the very reduced flow rates
in the present test diffuser pump.

Unsteady Pressures at Unstable Range.Figure 14 presents
the power spectrum of pressure fluctuations at the lower fre-
quency domain on the pressure tap (r 1 ,c3). In order to make the
comparisons of the contributions of the lower frequency pressure
fluctuations in the various flow rates, the power spectrum are nor-
malized by the maximum value ofSxx ,RSxx5Sxx /max(Sxx). In
the range A (Q̄/Q0,0.4), there appear no dominant low frequen-
cies less than the impeller rotating frequency as presented in Fig.
14~a!. A dominant frequency of unsteady pressure appears at 0.3
Hz in the range B (0.4<Q̄/Q0,0.6) as can be seen in Fig. 14~b!.
There exists a dominant frequency of unsteady pressure at 0.24
Hz in the range D (0.75<Q̄/Q0,0.85) as shown in Fig. 14~c!.
No dominant low frequencies are found in the ranges C (0.6

Fig. 11 Velocity contour at NtÄ93Õ9 in area D for Q̄ÕQ0
É0.80

Fig. 12 Time histories of relative velocity at station E
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<Q̄/Q0,0.75) and E (0.85<Q̄/Q0,1.20) as shown in Fig.
14~d!. These spectra of unsteady pressure showed that the domi-
nant frequencies are the impeller blade passing frequency and its
higher harmonics, and thus the pump is assumed to be stable in
these two ranges.

Figures 15~a! and ~b! show the normalized power spectra
RSxx5Sxx /max(Sxx) of the unsteady pressures at the measurement
station (r 3 ,c3) for Q/Q0'0.8 andQ/Q0'0.45, respectively. The
power spectra at the diffuser inlet measurement station (r 1 ,c3) are
shown in these figures for the comparisons. The magnitudes of the
dominant lower frequency pressure components decrease from the
diffuser inlet to the midst. The waveform of the power spectra at
the midst is similar to the one at the inlet forQ/Q0'0.8, whereas
the power spectra are different each other forQ/Q0'0.45. There

exists no abnormal flow in the diffuser passage forQ/Q0'0.8,
and thus the waveform of the power spectra at lower frequency
has no evident change; whereas there exists complex separating
flow or stall in the diffuser passage forQ/Q0'0.45, and thus the
waveform of the power spectra at lower frequency shows evident
change. These phenomena are verified in our numerical analysis
as described later.

Figures 16~a! and ~b! present the cross spectra of the unsteady
pressure at the measurement station (r 1 ,c3) between the diffuser
passage DE and DD shown in Fig. 2~b! for Q/Q0'0.8 and
Q/Q0'0.45, respectively. The cross spectra are normalized by the
maximum value Sxy , RSxy5uSxyu/max(uSxyu). The lower fre-
quency pressure component is dominant at 0.24 Hz forQ/Q0
'0.8, whereas the pressure component is dominant at 0.3 Hz and

Fig. 13 Calculated flow pattern at low discharge range „Q̄ÕQ0Ä0.50…; „a… circulation change around each diffuser
vane, „b… velocity contour at NtÄ6, „c… velocity contour at NtÄ11, „d… velocity contour at NtÄ16
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Fig. 14 Unsteady pressure at station „r 1 ,c 3… in the frequency
domain; „a… Q̄ÕQ0Ä0.35, 0.30, 0.25, 0.20, 0.10, 0.05, „b… Q̄ÕQ0

Ä0.60, 0.55, 0.50, 0.45, 0.40, „c… Q̄ÕQ0Ä0.85, 0.83, 0.80, 0.78,
0.75, and „d… Q̄ÕQ0Ä1.20, 1.10, 1.00, 0.90, 0.70, 0.65; the experi-
mental uncertainties QÄÁ1.5%, CpÄÁ0.9%

Fig. 15 Comparison of unsteady pressure in the frequency do-
main at stations „r 1 ,c 3… and „r 3 ,c 3…; „a… Q̄ÕQ0Ä0.80 and „b…
Q̄ÕQ0Ä0.45; the experimental uncertainties QÄÁ1.5% Cp
ÄÁ0.9%

Fig. 16 Cross spectra at station „r 1 ,c 3… in DE and DD passage
„see Fig. 2 „b……; „a… Q̄ÕQ0Ä0.80 and „b… Q̄ÕQ0Ä0.45; the experi-
mental uncertainties QÄÁ1.5% CpÄÁ0.9%
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0.6 Hz for Q/Q0'0.45. Table 3 presents the coherence, phase,
and the propagation speed of the dominant lower frequency be-
tween the passage DE and DD . The dominant lower frequency
pressure component is found to propagate with 0.2% of the revo-
lution speed, and maybe attributed by a rotating stall.

Figures 17~a! and~b! depict the calculated pressure fluctuations
on the representative pressure tap (r 1 ,c3) ~see Fig. 2~b!! at 50, 81,
and 100% of the rated flow rate at the time and frequency do-
mains, respectively. The present simulations demonstrate that, at
the rated condition, the unsteady pressure in the diffuser passage
fluctuates with the impeller blade passing frequencyNZi and its
higher harmonics. On the other hand, a dominant frequency of
unsteady pressure appears at 2.4 Hz forQ/Q050.50, which is
thought to be the effect of the rotating stall in the diffuser passage,
but that does not coincide with the measured frequency. The low-
est frequency to be captured is 1.67 Hz in calculations, since the
present result was obtained for 1.2 s~30 revolutions of the impel-
ler! as described previously. In the experiment a dominant fre-
quency appears at 0.3 Hz as presented in Fig. 14~b!, while the
frequency component of 0.3 Hz could not be captured in the cal-
culation because of the limit of the computational time. The four
diffuser blades have experienced stall for 1.2 s as shown in Fig.
13, and then it takes about 3.3 s for all 11 diffuser blades to
experience the stall. The frequency of the stall propagation may,
therefore, be supposed to be 0.3 Hz, which coincides to the mea-
sured value. It is also necessary to develop more comprehensive
tools to analyze the rotating stall in the future research work, since
the rotating stall is affected by many factors so that it appears in
various ways at various flow rates and instants,@1,15#

Chaotic Time-Series Analysis. The time histories of the un-
steady pressure fluctuations become irregularly random in the
lower capacity ranges due to the effects of the complicated flows
such as separating flow, rotating stall, and reverse flow in pumps
as can be see in Fig. 17~a!. In additions to the traditional signal
processing technique like fast Fourier transformation, the chaotic
time-series analysis is adopted to explore and extract the informa-
tion hidden in the pressure fluctuations,@23–25#. If the pressure
signal has resulted from a low-dimensional chaotic system, a tech-
nique of the chaotic time series can be employed to obtain some
valuable information hidden in this apparently random signal,
@23#.

Figure 18 shows the first two Liapunov exponents of unsteady
pressure at station (r 1 ,c3). The first Liapunov exponentsl1 are
found to be positive in the two flow ranges;Q/Q0<0.5 ~range A
and B! andQ/Q0'0.8 ~range D!, and therefore the unsteady pres-
sures are chaotic and unstable in these two ranges. Figure 19
shows the Liapunov dimension calculated from the same data as
Fig. 18. The Liapunov dimension, one of the chaotic dimensions,
is calculated by

Fig. 17 Calculated unsteady pressure at station „r 1 ,c 3…; „a… in
time domain and „b… in frequency domain

Fig. 18 The Liapunov exponents of unsteady pressure at
station „r 1 ,c 3…

Fig. 19 The Liapunov dimension of unsteady pressure at
station „r 1 ,c 3…

Table 3 Cross spectra information at the dominant frequency
of the unsteady pressure between passage D E and DD

Q̄/Q0 0.80 0.45

f ~Hz! 0.24 150
5NZi

0.30 0.60 150
5NZi

RSxy 0.89 1.0 0.45 0.51 1.0
Coherence 0.98 0.99 0.99 0.99 0.99

Phase 57 deg 64 deg 50 deg 86 deg 50 deg
vc( f )/V 0.0018 1.09 0.0025 0.0029 0.85
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DL5m1S (
i 51

m

l i Y ulK11u D
where ( i 51

m l i.0, ( i 51
m11l i,0, l i are arranged in a descending

order andK is the number that the firstK Liapunov exponents are
all positive. The Liapunov dimension is in the interval~1, 2!, and
thus, the unsteady pressures in these two ranges are resulted from
a low-dimensional chaotic system.

Conclusion
An experimental and numerical study was conducted on the

unsteady phenomena at the off-design conditions of a diffuser
pump. As the result of the statistical and chaotic time series analy-
sis of the measured and calculated unsteady pressures, the follow-
ing conclusions are derived:

1. The impeller blade passing frequency and its higher harmon-
ics are always dominant in the pressures downstream of the im-
peller for the whole flow range because of the rotor-stator inter-
action.

2. There exist some lower dominant frequencies in the pres-
sures downstream of the impeller for unstable range because of
the effects of the complicated flows such as separating flow, ro-
tating stall and reverse flow in pumps. These lower dominant fre-
quencies are dependent on the flow rate and the unsteady pres-
sures are chaotic in these unstable ranges. The unsteady flow was
classified into five ranges based on the flow structures:

a. range A atQ/Q0<0.40, where the pump is unstable because
of the separating flow and stall mainly in the diffuser.

b. range B at 0.4,Q/Q0<0.60, where the pump is unstable
due to the separating flow and stall in both impeller and
diffuser, which are verified in the numerical calculations.

c. range C at 0.60,Q/Q0<0.75, where the pump is stable.
d. range D at 0.75,Q/Q0<0.85, where the pump is unstable

because of the separating flow and stall in impeller, and
where the numerical results of unsteady flow show the inter-
mittent asymmetrical separation bubble near the pressure
surface of the impeller vane, which may be one of the main
factors to cause the unstable characteristics of the test dif-
fuser pump.

e. range E at 0.85,Q/Q0,1.2, where the pump is stable.
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Nomenclature

B 5 Bernoulli function5p/r1V2/2
B8 5 relative Bernoulli function5B2U"V
b 5 passage width

Cp 5 pressure coefficient5(p2ps)/(rU2
2/2)

DCp 5 nondimensional unsteady pressure5Cp2Cp
c 5 symbol of pressure traverse line

D 5 impeller diameter
DL 5 Liapunov dimension

f 5 frequency
G 5 Green function
H 5 total head rise across pump

H0 5 rated total head
k 5 unit vector forz-direction in Cartesian system

(x,y,z)
L 5 boundary of concerned domain

l eq 5 equivalent pipe length
l,n 5 unit vector for longitudinal and normal directions on

boundaryL
N 5 rotational speed

Nt 5 number of impeller revolutions after its
start5*0

t N(t)dt
PS 5 pressure surface

p 5 static pressure
ps 5 static pressure at suction port
Q 5 flow rate

Q0 5 rated flow rate
R 5 radius

Re 5 Reynolds number5D2V0 /n
r ,u 5 cylindrical coordinates

S 5 entire region of concerned domain
SS 5 suction surface

SXX 5 power spectra
T0 5 time required for one revolution of impeller
Ti 5 time required for one pitch of impeller blade

Tna 5 nominal acceleration time
t 5 time

t* 5 nondimensional time5t/Ti
U 5 peripheral velocity

U2 5 peripheral speed of impeller
V0 5 meridian velocity at suction port
V 5 absolute velocity

W 5 relative velocity
Z 5 number of vanes
f 5 flow rate coefficient5Q/(2pR2b2U2)
G 5 circulation ~counter clockwise is positive!
g 5 vorticity in thin layer of fluid adjoining solid

boundaryL
h 5 pump efficiency
k 5 resistance coefficient of pumping system
l 5 Liapunov exponent
n 5 kinematic viscosity
r 5 density
s 5 source
V 5 angular velocity
v 5 vorticity
c 5 total pressure rise coefficient52gH/U2

2

Subscripts

d 5 diffuser
i 5 impeller
r 5 return channel

1, 2 5 impeller inlet and outlet
3, 4 5 diffuser inlet and outlet
5,6 5 return channel inlet and outlet

` 5 infinite

Superscript

5 time-averaged value
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The Inlet Flow Structure of a
Centrifugal Compressor Stage
and Its Influence on the
Compressor Performance
The performance of centrifugal compressors can be seriously degraded by inlet flow
distortions that result from an unsatisfactory inlet configuration. In this present work, the
flow is numerically simulated and the flow details are analyzed and discussed in order to
understand the performance behavior of the compressor exposed to different inlet con-
figurations. In a previous work, complementary to this present work, experimental tests
were carried out for the comparison of a centrifugal compressor stage performance with
two different inlet configurations: one of which was a straight pipe with constant cross-
sectional area and the other a 90-deg curved pipe with nozzle shape. The comparative test
results indicated significant compressor stage performance difference between the two
different inlet configurations. Steady-state compressor stage simulation including the im-
peller and diffuser with three different inlets has been carried out to investigate the
influence of each inlet type on the compressor performance. The three different inlet
systems included a proposed and improved inlet model. The flow from the bend inlet is not
axisymmetric in the circumferential and radial distortion, thus the diffuser and the impel-
ler are modeled with fully 360-deg passages.@DOI: 10.1115/1.1601255#

Introduction
Some of the most under-analyzed components in a centrifugal

compressor are the stationary inlet duct, volutes, and collectors.
This has been primarily due to complex geometry, the high total
cost of analysis, and uncertain gains in performance. The total
analysis cost includes

• geometry setup time
• analysis time, and
• time iterating on geometry and analysis until an acceptable

design is achieved.

As a result, the most widely practiced method of designing inlet
ducts and volutes has been to use very simple, one-dimensional
inviscid flow techniques. While this is a convenient and straight-
forward design methodology, the flow within these ducts is by no
means one-dimensional.

It is currently believed that inlet ducts and volute loss account
for four to six points of efficiency decrement in a typical centrifu-
gal compressor stage. There is therefore strong interest to couple
CFD analysis and experimental data and to use it in the design
process for providing insights on minimizing losses in these com-
ponents by isolating the mechanisms that contributes to entropy
generation. The result will hopefully be more efficient centrifugal
product for customers at higher profitability levels for the
manufacturer.

Centrifugal compressors are reliable, compact, and robust; they
have favorable resistance to foreign object damage; and are less
affected by performance degradation due to fouling. They are
found in small gas turbine engines, turbochargers, and refrigera-
tors and are used extensively in the petrochemical and process
industry. Since the centrifugal compressor finds a wide variety of
applications, each application places its own demands on the de-
sign of the compressor. This wide range of demands on centrifugal

compressors requires consideration of many design parameters.
Most of the design requirements lie in one of two areas: stress
considerations and aerodynamic performance. The allowable
stress is limited by material properties and the capability to accu-
rately predict blade and rotor steady-state and vibratory stress for
complex impeller shapes at high rotational speeds. The aerody-
namic requirement is to efficiently accomplish large air deflec-
tions and diffusion at high flow so as to achieve high pressure
ratios. Minimizing passage flow areas is often an imposed con-
straint. Component matching is an essential aspect of design even
with optimized individual components since it is the efficiency of
the whole stage that ultimately matters. Thus, it is often required
to redesign one or more components of the compressor due to
improper matching and sometimes the efficiency of a component
is sacrificed in order to achieve good matching.

Gas turbine compressors are especially demanding because of
performance goals and mechanical demands. The requirements for
these machines include medium to high pressure ratio, high effi-
ciency at diverse speeds, restricted overall diameters, low impeller
inertia, extended life, and the need to match the coupled gas tur-
bine. However, range demands are usually not as great as for the
other applications.

Process compressors cover an exceedingly wide range of appli-
cations and also must operate with different gases. The molecular
weight and distribution of component gases may vary significantly
during the lifetime of a given compressor. It is not uncommon to
find applications that require 30 or 40% stable operating range to
meet changes in operating conditions.

The refrigeration compressors are quite similar to the process
compressors except that their stage pressure ratio and flow condi-
tions are defined by a unique thermodynamic cycle. Due to the
thermodynamic properties of refrigerants, these compressors fre-
quently operate close to the top of the vapor dome and thus design
calculations must be done using real gas properties. Perhaps the
most distinguishing feature of the refrigeration compressor is the
requirement for operation during very wide climatic conditions
through summer and winter, thus requiring loads anywhere from
10 to 110% of the design load.
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Turbochargers by contrast require an extremely robust design
and frequently employ cast materials. They are exposed to very
harsh operating environments and require moderately thick lead-
ing edges in order to resist foreign object damage and in order to
have high first bending mode natural frequencies to tolerate vibra-
tory stresses better. In many cases, a very high flow coefficient or
high specific speed design is required both from fundamental ther-
modynamics and to reduce the overall size and inertia. An exceed-
ingly wide range is required for automotive turbocharger applica-
tions and for four-stroke diesel engine trucks, while large
locomotive engines generally have a more restricted operating
range.

Inlet Flow Structure and Its Effect on the Compressor
Performance

A full summary of inlet distortion and its effect on a turbo
compressor performance, with an extensive reference list, is given
by Williams @1#. The distortion can be in static pressure or stag-
nation temperature, but the most common distortion is stagnation
pressure. Such distortions often occur naturally because of the
unsatisfactory nature of the inlet or because of operational effects.
Very often the distortion is transient and it is generally recognized
that the distortion will have little or no effect unless it persists for
at least one revolution of the rotor. If it persists for longer than this
it is normally treated as quasi-steady, i.e., the process is long in
relation to the time between passage of rotor blades. The distor-
tion pattern is normally nonuniform in the circumferential and the
radial sense. Circumferential distortion seems to be the most
serious.

Reid @2#, showed the effect of circumferential distortion on the
performance of a nine-stage compressor. The most significant
change is the loss in surge margin, with surge occurring at very
much lower pressure ratios for all speeds. Distortions with a large
circumferential extent have a more pronounced effect on compres-
sor performance.

Ariga @3# investigated experimentally the influence of inlet dis-
tortion on the performance of a low-speed centrifugal compressor
with vaneless diffuser, mainly in the impeller with artificially cre-
ated radial~hub and tip! and circumferential distortion generators
by locating multiple layers of honeycomb at upstream of impeller
and compared the result with the case of no distortion. According
to his results, the distorted inlet profile degrades the impeller ef-
ficiency significantly by changing the incidence angle, especially
in case of tip distortion. He observed the tendency that the perfor-
mance degenerating effect due to the distortion grows as the rota-
tional speed and the flow rate increases. The highest pressure and
the lowest stable flow are achieved with inlets that have no dis-
tortion. Circumferential distortions create the largest loss of pres-
sure ratio and flow range; radial distortions produce somewhat
less deleterious effects, with tip distortions creating more degra-
dation than hub distortions. His experimental results support the
cause of the stage efficiency degradation for the present study that
can be described as the combination of circumferential and tip
distortion as well as the nonuniformity of the flow properties.

Using numerical simulation, Roberge et al.@4#, Cain et al.@5#,
and Cheng et al.@6# among others have reported the importance
of the flow structure and flow mechanism upstream of an impeller
and its influence on the performance of the impeller and the stage
as a whole.

As stated above, centrifugal compressors are increasingly uti-
lized for various purposes, and the spatial restrictions become
inherent with growing width of applications. As a consequence, a
nonuniform flow is frequently generated at the impeller inlet. Inlet
distortion is divided mainly into radial distortion and circumfer-
ential distortion. The former is further subdivided into tip distor-
tion and hub distortion corresponding to the regions where the
total pressure defect exists near a hub or a shroud side. These may
actually occur in the following cases:

• Hub distortion: axisymmetric obstacles at a center portion of
an inlet, such as a tachometer pick up, a hub cover, etc., or
axisymmetric boundary layers of a return channel of multi-
stage compressor.

• Tip distortion: axisymmetric boundary layers of an inlet duct
or a return channel or axisymmetric obstacles such as an ori-
fice plate.

• Circumferential distortion: nonaxisymmetric obstacles such
as struts or a bending duct.

Necessity of 360 Model With Whole Passages
As has been shown and discussed in previous works, such as

Kim et al. @7#, an inlet that includes a bend as an inlet generates
secondary flows consisting of twin vortices, which can result in
severely distorted flow. These secondary flow effects only mix
slowly in both the radial and circumferential directions~see Fig.
1!. When an inlet system is used before a compressor stage, the
efficiency and head are degraded,@7#.

Since the distorted flow caused by the bend inlet system is not
circumferentially uniform, it is necessary to model the complete
compressor impeller. This does greatly increase complexity and
run time.

Fig. 1 Secondary flow structure in a bend inlet
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CFD Model Description

The Code. TASCflow is a general purpose, commercially
available CFD code, widely used in the turbomachinery industry.
For the present study, TASCflow is used for the steady-state com-
pressor stage numerical simulation. TASCflow solves the three-
dimensional Reynolds stress-averaged Navier-Stokes equations
for the mass-averaged velocity and the time-averaged density and
pressure and energy. The mean form of the governing equations,
expressed in a finite volume formulation that is fully conservative,
is given below as follows:

1. Conservation of mass
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wheremeff5m1mt . Sui is the momentum source term for the im-
peller in the rotating frame of reference. The effect of coriolis and
centripetal forces are modeled in the code by including
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where the total enthalpy is defined byH5h11/2uiui1k. In the
rotating frame of reference, the rothalpyI 5H2v2R2/2 is ad-
vected in the energy equation in place of the total enthalpy.

A sliding interface is used between a stationary~i.e., inlet and
downstream diffuser! and a rotating~i.e., impeller! component.
Two models are available: one is the ‘‘frozen rotor model’’ and the
other is the ‘‘stage model.’’ The stage model circumferentially
averages the fluxes at the interface before the interpolation of the
flow variables across the different frame of reference although the
pressure distortion caused by any perturbation, for example the
impeller and the diffuser leading edge, is still allowed. For axi-
symmetric inlet flow condition, the stage model can be used with
only one passage utilizing a periodic boundary condition for the
neighboring blade passages. This is an economic method of com-
puting average stage performance.

The frozen rotor model achieves a frame change across the
interface without a relative position change as well as without any
interface averaging of flow variables. Flathers and Bache@8# used
this model to predict the radial force of an impeller. The frozen
rotor model is an exact representation of the case when the Strou-
hal number is zero, in which case either the sound speed is infinite
or the impeller rotating speed is zero. When the Strouhal number
is small enough, such as in the compressor stage simulations pre-
sented here~St is approximately 0.14 for all of the inlet models!,
the predicted result is a good approximation of the real situation.
In the case of the frozen rotor model, all of the passages have to
be modeled and this model is adequate to investigate the influence
of the distorted flow caused by the bend inlet along the compres-
sor stage flow passages since local flow features are allowed to
transport across the interface. Thus, the nonuniformities of flow
variables among the passages can be predicted, which results in
different flow conditions at the compressor stage exit.

Verification of the Calculation. Griding used in this study
was based on our extensive experience with similar geometry and
the same flow solver. Special attention was paid to the grid clus-
tering. Based on our previous experience with CFX TASCflow,
@7#, for each grid block, the adjacent cell volume ratio is less than
1.2. For the grid interface, the cells on each side are of similar
size; the volume ratio is less than 1:1. To reduce the interpolation
error, one-to-one grid interface~the cell surfaces on each side of
the grid interface are of the same shape and same size, and are of
same coordinates! is employed to the maximum possibility. Upon
the simulations converge, they1 values are checked. On about
70% of the solid surface,y1 value are in the range of 35;150,
which is valid for logarithmic wall functions. Since the purpose of
this paper is also to focus on the overall compressor performance,
such grid size is acceptable as shown by Gu@9#, who ran simula-
tions on both fine meshes and coarse meshes to remove the de-
pendence of the solution on the grid density. He used a fine grid
size 121327325581,675 for one passage of the impeller and
231,710 for the volute. He also used a coarse grid size is 87316
313518,096 points for one passage of the impeller and 145,535
for the volute. Also the validation of the code used in this paper
for similar grid size to assess the overall performance of centrifu-
gal compressors can be found in the work of Flathers et al.@8,10#.
The dependence of the solution on turbulence models has not been
conducted in this study, but a comprehensive assessment has been
made by Lakshminarayana@11# on the computation of turboma-
chinery flows usingk–« turbulence model. This is also supported
by the results of Flathers et al.@8#, whose result satisfactorily
agreed with the experiment using this turbulence model for a simi-
lar compressor as used in this paper.

Grid Generation and Boundary Condition
The present compressor stage simulations used the ‘‘flow gen-

erator’’ concept. Thus all include 17 impeller blade passages and
16 diffuser vane passages were modeled. Attached was one of
three different inlet models: spIequiIbp, bp0, and bp2, which are
developed and used for the numerical simulation in Kim et al.@7#.
The model, spIequiIbp, is used for the baseline of the compressor
aerodynamic performance comparison without the secondary flow
and the distortion effect, and bp0 is the original bend inlet. Since
the actual compressor system includes an inlet casing as a part of
the volute casing between the inlet and the impeller, the grid of
each inlet is generated with the inlet casing as a whole block. An
inlet casing is essentially a nozzle, and the purpose of having the
inlet casing is to make the boundary layer blockage thinner for the
flow before the impeller and to improve the velocity profile at the
impeller shroud. However, in the case of the compressor with the
bend inlet system, the further acceleration of the flow in the inlet
casing after the distortion of the bend aggravates the flow distor-
tion and causes higher incidence at the impeller leading edge.

In order to properly model the proposed new inlet, bp2 devel-
oped in Kim et al.@7#, the compressor stage simulation with bp0
is carried out first and the static pressures at the bottom and the
top wall of bp0 inlet model are evaluated to find the radial loca-
tion of the vanes to be inserted in the bend passage using the
generalized formula~Eq. ~5!!, @7#.

pn2k125pn122
k

n11
~pn122p1!

5
pn12

12D2 F ~12D2P!2S r 1

r n2k12
D 2

~12P!G (5)

where,k51 ~the first vane! and 2~the second vane! for bp2 inlet
modelD5r 1 /r n12 , P5p1 /pn12 (r 4 and r 1 are the radial loca-
tions of the top and the bottom wall,p4 and p1 are the static
pressures at the top and the bottom wall!. ~See Fig. 2.!

The grid of the three inlet models is shown in Fig. 3. For the
inlet model, bp2, two vanes are modeled with zero thickness, a
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no-slip condition is applied to where the center of a zero thickness
splitter would be to avoid disturbance on the flow regime. For
each of the three inlet models, an inlet casing is attached at the
end as a whole block. The convention of the stations used for the
compressor stage performance calculation is indicated in Fig. 4.
Station 1 and 2 are the impeller leading and trailing edge, and
station 3 and 4 are the diffuser leading and trailing edge, respec-
tively. Station 0 is the upstream of each inlet model as a compres-
sor stage inlet.

Table 1 summarizes the grid sizes for each component and en-
tire stage. The node indices,I, J, andK for the impeller and the
diffuser are along the meridianal, circumferential~pitchwise!, and
radial ~spanwise! direction. The grid of the full impeller and dif-
fuser passages at mid span is shown in Fig. 5.

The second-order discretization scheme is used for the simula-
tion and standardk–« model is adopted as a turbulence model
combined with wall function approach that eliminates the neces-
sity of discretely resolving the large gradients in the thin, near-
wall region. The convergence criterion was set to the maximum
residual of 1024 for u, v, w, andp. The inflow boundary condition
includes uniformly distributed total temperature and total pres-
sure, which are adopted from the average values of experimental
study,@7#. The inflow is assumed to be normal to the inlet surface,
and the mass flow boundary condition is imposed at the diffuser
exit surface. The wall is modeled as hydraulically smooth with an
adiabatic condition. Frozen rotor models are adopted at the inter-

faces between the stationary and the rotating frame of reference:
one at the interface between each of inlet model and the impeller,
the other between the impeller and the diffuser. This allows the
inlet distortion influence to be propagated across the different
frames of reference as well as any pressure distortion caused by
the impeller blade or the diffuser vane leading edge as described
in the next section.

Fig. 2 Vane spacing for the location of each vane to be in-
serted in bp2 model; „a… bp0 „original bend inlet …, „b… bp2 „two
vane inserted model …, „c… sp Oequi Obp

Fig. 3 Grid of inlet models used for compressor stage
simulation

Fig. 4 Convention of the stations on compressor cross
section

Table 1 Grid size of each component and entire stage for nu-
merical simulation

Inlet Model
With Inlet Casing

I3J3K One Passage
Model

I3J3K Z Entire
Stage

spIequiIbp 26334360 impeller 47317315 17 670245
bp0 28318380 diffuser 47318315 16 688665
bp2 25318396 658681

Fig. 5 Grid of 360-deg impeller and diffuser
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Impeller-Diffuser Interaction
The interaction between an impeller and a vaned diffuser is

essentially an unsteady phenomenon.
Fisher and Inoue@12# investigated the impeller-diffuser interac-

tion experimentally with a low speed centrifugal compressor for
four different diffusers. They observed large pitchwise variation
among the passages at the impeller exit and concluded that the
interaction between the impeller and the vaned diffuser is depen-
dent on the leading edge of the diffuser vanes.

Dawes@13# carried out a numerical study to capture the un-
steady interaction between a splittered centrifugal impeller and a
vaned diffuser and observed very large periodic variations of ve-
locity and flow angle in the entry zone to the diffuser. From the
comparison between the unsteady time-averaged flow and the
steady-state flow, the principal cause of the rather high loss levels
observed in the diffuser is due to the strong spanwise distortion in
swirl angle at the inlet, which initiates a strong hub corner stall
rather than the unsteady effects.

Shum et al.@14# conducted a study of unsteady effects on
impeller-diffuser interaction using numerical simulation for three
different radial locations of the diffuser vane leading edge. They
identified the consequent changes at the impeller exit with in-
creasing interaction for smaller radial gap between the impeller
exit and the diffuser vane leading edge. They concluded that the
interaction can be mainly characterized as reduced slip, reduced
blockage, and increased loss with the smaller radial gap. When the
diffuser vane leading edge is closer to the impeller than the opti-
mum gap, the increased loss overcame the benefits of the reduced
slip and blockage. Although the changes in loss, blockage, and
slip are due largely to unsteadiness, the consequent impacts on
performance are mainly one-dimensional and the influence of flow
unsteadiness on diffuser performance is found to be less important
than the upstream effect.

Fatsis et al.@15# suggested the use of the acoustic Strouhal
number in the case of compressible flow to quantify the relative
effects of the rotation and pressure wave propagation. The acous-
tic Strouhal number is defined as

St5
f L

c
. (6)

Here, L is defined as the average length of an impeller blade
passage andf is the number of rotations per second times the
number of perturbation waves around the circumference.

After the compressor stage simulations, the Strouhal number is
evaluated with the sound speed based on the average static tem-
perature in the impeller passage and is shown to be approximately
0.14 for all depending on the inlet models at the design flow rate
~with f replaced by rotation frequency!. This indicates that the
pressure wave propagation is much faster than the rotation of the
impeller. Therefore, the frozen rotor model can be used for the
compressor stage simulation presented here to include the pres-
sure distortion and the impeller-diffuser interaction influence on
the calculation of flow variables.

Simulation Results and Discussions
The compressor stage simulation results are presented based on

circumferentially mass flow rate weighted averaging of flow vari-
ables at four stations for three different flow rates. The influences
of each inlet model on the stage efficiency, the head coefficient as
well as on the axial distortion between the impeller exit and the
diffuser inlet are quantitatively compared. In addition, total pres-
sure loss coefficient and pressure recovery coefficient for the dif-
fuser are evaluated from the simulation results for each of inlet
models.

Stage performance is compared for each inlet model based on
three different flow coefficients that are defined as

f5
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and the isentropic head coefficient between stage inlet and diffuser
exit is given by
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The stage efficiency calculation is based on

h is 0 – 45
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Figures 6 and 7 compare the head coefficient and the stage effi-
ciency from the numerical simulation for three inlet models with
the experimental test results reported,@7#. As it indicates, the bp2
model with two vanes inserted, based on the generalized formula,
improved the efficiency by 3.11% at the higher flow rate, 2.88% at
the design flow rate, and 2.17% at lower flow rate.

The reason for more efficiency improvement at higher flow rate
is due to the fact that the flow distortion caused by the secondary
flow in the case of the original bend inlet becomes more severe for

Fig. 6 Head coefficient comparison

Fig. 7 Stage efficiency comparison
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higher mass flow rate and by inserting two vanes in the bend
curvature, the secondary flow effect has been significantly re-
duced,@7#, which results in relatively more efficiency improve-
ment. The volute of the compressor stage is not modeled for the
numerical simulation presented here. The discrepancies of the
stage efficiency and the head coefficient between the experimental
and the numerical simulation results are due to the volute effect,

where more total pressure loss occurs, especially at the off-design
point, since the volute was not modeled in the numerical simula-
tion of this work.

In order to investigate the diffuser performance influenced by
the inlet distortion, total pressure loss coefficient and diffuser
pressure recovery coefficient between stations 3 and 4 are calcu-
lated and presented in Figs. 8 and 9. Total pressure loss coefficient
based on the diffuser inlet dynamic pressure is given by

Y3 – 45
Pt32Pt4

Pt32P3
(10)

and the diffuser pressure recovery coefficient is defined as

Cp3 – 45
P42P3

Pt32P3
. (11)

The total pressure loss comparison of figures shows improve-
ment for the bp2 inlet model as compared to the bp0. The im-
provements are made relatively more at higher flow rate, due to
the reduced secondary flow effect and thus, smaller incidence at
the diffuser leading edges. This tendency also appears in the com-
parison of diffuser pressure recovery coefficient as shown in
Fig. 9.

As shown in Fig. 10, the diffuser inlet is much lower in the case
of bp0 inlet. This implies severe incidence especially at the hub
region of the impeller. Clearly, the bp2 model improved this effect
considerably and improved the flow angle in terms of the magni-
tude as well as the uniformity at both hub and shroud region.

Mach number comparison at design flow is shown in Fig. 11.
The discrepancy of Mach number between bp0 and bp2 model
implies that total pressure loss is smaller in the impeller in the
case of bp2 model. The higher Mach number near the shroud
region is caused by locally low static temperature upon relatively
high radial velocity.

Conclusions
The goal of the present work reported here was to evaluate the

proposed inlet model, bp2 developed in Kim et al.@7# with the
stage simulation including 360-deg models of the impeller and the
diffuser as well as the three inlet models. The nonperiodic passage
alignment due to the different number of blades and vanes for the
impeller and the diffuser as well as the impeller-diffuser interac-
tion resulted in the nonuniform flow distribution among the pas-
sages. The efficiencies and the head coefficients are calculated
based on circumferentially mass flow weighted averaging of flow
variables for the case of each inlet model and are compared with
the experimental result carried out in Kim et al.@7#. The perfor-
mance comparison clearly showed that the proposed inlet model,
bp2 improved the stage efficiency about 3% compared with the

Fig. 8 Total pressure loss coefficient comparison

Fig. 9 Diffuser pressure recovery coefficient comparison

Fig. 10 Flow angle comparison at design point „DP…

Fig. 11 Mach number comparison
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original inlet model, bp0. The discrepancies between the numeri-
cal and the experimental results are caused by the volute compo-
nent that is not modeled for the numerical simulation presented
here.

The diffuser performance influenced by inlet distortion was cal-
culated and compared in terms of the pressure recovery coefficient
and the total pressure loss coefficient. Both of the comparisons
showed the improvement to be relatively greater at the higher flow
rate for the bp2 model compared with the bp0 model. This is due
to improved secondary flow effect especially at higher flow rate
resulting from the two inserted vanes which result in smaller in-
cidence at the diffuser leading edge.

Flow angle and Mach number between the impeller exit and the
diffuser leading edge at design point are compared for the three
inlet models and bp2 model indicated the improvement in terms of
the magnitude and the uniformity at both the hub and shroud.

Although the present work did not include the volute of the
compressor stage, the bp2 model showed the advantages over the
original bend inlet, bp0 and it can be expected that the total ben-
efit of bp2 model for the entire stage will be even better provided
that the inlet distortion and the secondary flow effect in the case of
the original bend inlet influenced the performance of the volute.

Nomenclature

b 5 passage width from hub to shroud
c 5 speed of sound

Cp 5 pressure recovery coefficient
Cp 5 specific heat at constant pressure

DP 5 design point
f 5 impeller rotating frequency
h 5 static enthalpy
H 5 total enthalpy
k 5 turbulent kinetic energy
k 5 vane position
L 5 mean flow passage length

Mach 5 Mach number
P 5 pressure
Q 5 volume flow rate
R 5 radial location of fluid particles in rotating frame
r 5 radial location of vanes or stations

St 5 Strouhal number
T 5 temperature

U2 5 blade peripheral speed at impeller tip
Y 5 total pressure loss coefficient

Greek

f 5 flow coefficient
g 5 specific heat ratio
h 5 efficiency
m 5 dynamic viscosity
v 5 impeller rotating speed~rad/s!
c 5 head coefficient

Subscripts

0 5 station at pipe inlet
1 5 station at pipe exit or impeller inlet
2 5 station at impeller exit
3 5 station at diffuser leading edge
4 5 station at diffuser trailing edge
5 5 station at volute inlet
6 5 station at compressor discharge
h 5 hub

is 5 isentropic
n 5 number of vanes

ref 5 reference
s 5 shroud
t 5 total
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Effects of Seal Geometry on
Dynamic Impeller Fluid Forces
and Moments
This paper reports an experimental investigation of the rotordynamic fluid force and
moment on a centrifugal impeller with three types of wear-ring seals; i.e., a face seal and
two types of toothed seals. The impeller is equipped with a vaneless diffuser. Rotordy-
namic fluid forces and moments on the impeller in whirling motion were measured directly
by using four-axis force sensor. Unsteady pressures were measured at several locations in
the diffuser. It was found that, (1) at low flow rate, the fluid force and fluid force moment
become maximum at a certain whirling speed caused by a coupling between the whirl
motion and vaneless diffuser rotating stall and (2) the seal geometry with axial seal
affects the direction of the coupled fluid force relative to the direction of eccentricity
through the change in the unsteady leakage flow due to the whirl.
@DOI: 10.1115/1.1598988#

Introduction

For whirling motion, many experimental and analytical data
have been obtained on the rotordynamic fluid forces on impellers.
It is now widely recognized that the fluid forces on the impeller
become destabilizing for the forward whirl at whirl speed ratio
~v/V! less than 0.5~Jery et al.@1#, Bolleter et al.@2#, and Ohashi
et al. @3#!.

The reasons of the destabilizing forces are as follows. First, the
destabilizing forces are caused by the unsteady interaction be-
tween an impeller and a volute casing~Adkins et al. @4# and
Tsujimoto et al.@5#!, or a vaned diffuser~Tsujimoto et al.@6#!. In
addition, it was pointed out that the unsteady flow in the impeller
shroud leakage path, i.e., the side clearance between the impeller
shroud and casing, plays an important role to generate the desta-
bilizing forces on the shroud~Childs @7#, Guinzburg et al.@8#, and
Uy et al. @9#!. These are classified into the destabilizing fluid
forces caused by the interaction between the impeller and the
stationary part.

Secondly, the interaction of hydrodynamic instability, i.e., ro-
tating stall with whirling motion may cause rotordynamic insta-
bilities. Ohashi et al.@10# reported that the tangential fluid force
on a whirling impeller with a vaned diffuser increased suddenly at
low flow rate for the whirl speed ratio ofv/V50.05. They attrib-
uted this destabilizing force to the rotating stall in the vaned dif-
fuser. Recent experiment by Bently et al.@11# has shown that the
fluid-induced direct stiffness drops dramatically under the rotating
stall condition from the perturbation test of a centrifugal compres-
sor. Yoshida et al.@12# also reported about a peak of destabilizing
fluid force near the whirling speed ratiov/V50.8 at low flow
rate. This peak is caused by the strong interaction between the
whirl and rotating flow instability at impeller inlet, similar to the

impeller rotating stall. However, to date the effect of the
rotordynamic-hydrodynamic coupling has not been recognized
clearly.

This paper presents the results of an investigation of the rotor-
dynamic fluid forces and moments on an impeller with three types
of wear-ring seals; i.e., a face seal, and two types of toothed seals.
For the whirling motion, the variation of the seal clearance con-
tributes to the rotordynamic fluid force through the unsteady flow
in the impeller leakage path~Bolleter et al.@13#!. Discussions on
the interaction between the whirl and the flow instability in the
vaneless diffuser are also made from the measurement results of
unsteady pressure in the diffuser.

Experiment Facility

Description of Test Facility. Figure 1 shows the sketch of the
mechanism used to generate the whirling motion. The inner sleeve
supports the main shaft through two inner bearings eccentrically
set to produce a whirling motion. The radius of the whirl orbit
~eccentricity! was set«51.05 mm in the present test. The main
shaft is driven by an AC motor with the rotational speed~V!
through a universal joint, and the outer sleeve is driven by a DC
motor controlled to run at a prescribed speed~v!. The whirling
angular velocity,v, is defined as positive when it is in the same
direction as the impeller rotation,V. The main shaft speed was
maintained at 40061 rpm, and the whirling speed ratio~v/V! was
varied in the range from21.2 to 11.2. Uncertainty in the whirl-
ing speed ratio,v/V, is 60.002. Water was used as the working
fluid to facilitate the measurement of the fluid forces.

Figure 2 shows the details around the impeller. Test impeller is
a simple two-dimensional centrifugal impeller with logarithmic
spiral blades, blade angle 60 deg from tangential. The number of
blades is ten, inner (r 1) and outer radii (r 2) are 75 and 148 mm,
and width (b2) is constant 24 mm. The thickness of both front and
back shrouds is 6 mm. The front and back shrouds of the impeller
are perpendicular to the rotor. In the present experiments, there-
fore, unsteady pressure on the shroud generates no radial fluid
force. It generates, however, the fluid force bending moment
around the impeller center. We used the mechanical seal for the
back seal, therefore there is no leakage flow through the clearance
between the back shroud and housing. The leakage flow is limited
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in the clearance between the front shroud and housing. The axial
gap in the front cavity is 14 mm, radially constant. The impeller is
equipped with a vaneless diffuser with inlet/outlet radius ratio
r 4 /r 351.5, and widthb3524.5 mm. A symmetrical collector sur-
rounds the vaneless diffuser. The test impeller has a wide radial
Gap-A~5 12 mm! intentionally to minimize the fluid force on the
impeller side plate.

In the present experiments, the measurements of the fluid forces
on the impeller were conducted with three types of wear-ring
seals. The configurations of the test seals are shown in Fig. 3. Seal
A has a rotor tooth inside a stator tooth. The seal clearance in the
angular direction becomes nonuniform due to the impeller whirl.
For Seal A, the clearance becomes narrower in the direction of
eccentricity,«. To the contrary, Seal B has the rotor tooth outside
the stator tooth. The clearance of Seal B becomes wider in the
direction of eccentricity,«. On the other hand, Seal C is a plain
face seal, so that the clearance in the axial direction keeps con-
stant ~1 mm! independently of the eccentricity. For both Seal A
and Seal B, there is no overlap between the rotor and stator tooth
to minimize the fluid force on the seal itself. Under the condition
without a shaft eccentricity («50 mm), the nominal radial clear-
ance of the seal is constantS* 51.5 mm. In the present tests, the
eccentricity«51.05 mm was used for the whirling motion. In this
condition, the seal radial clearance~Seal A and B! varies in the
range of S50.45 mm;2.55 mm due to the impeller whirl. It
could be inferred that the amount of leakage flow with Seal A is
the same as that with Seal B. The amount of leakage flow with
Seal C is less than that with Seal A and B. The variation of leak-
age flow with Seal A and B caused by the whirl motion is un-
steady, however, that with Seal C is almost steady. A series of
experiments was carried out to determine the effect of the seal
geometry on the rotordynamic fluid forces. The configurations of
test facility were kept the same except the wear-ring seal, which
were only changed from Seal A to C.

Instrumentation and Data Acquisition System. The impel-
ler is supported by the main shaft through a rotating force balance
with a four-axis force sensor, as shown in Fig. 4. The force sensor
is composed of two couples of parallel plates and four strain
gauges per plate to measure the four-axis forces~two forces and
two force moments!. The output signals of the strain gauges are
transferred to a data acquisition system through a slip ring, in
which the four signal vector$V% are converted to four component
vector of two force and two moment$FM% using a four-by-four
transfer matrix@A# ~i.e., $FM %5@A#$V%). A preliminary set of
dynamic calibration tests were conducted to obtain the transfer

Fig. 1 Mechanism to produce the impeller whirling motion

Fig. 2 Cross section of the test facility „impeller, vaneless dif-
fuser, and collector …

Fig. 3 Configuration of test seals, Seal A, B, and C
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matrix @A#. The pure forces and/or moments on the impeller center
‘‘O’’ were applied to the four-axis sensor under rotating and whirl-
ing by using a rig of bearings, pulleys, cables, and weights. From
the results of dynamic calibration test, the transfer matrix@A# was
determined.

Output signals are ensemble-averaged over 64 whirl orbits
based on a triggering signal that indicates the instant when both
the directions of the eccentricity and the impeller rotation come to
a prescribed orientation. The fluid force and force moment are
measured twice, that is, in air and in water at the same rotation
and whirling speed. The former measurement provides the inertia
force of the impeller itself due to the whirling motion. The fluid-
induced force and force moment can be obtained by subtracting
the former from the latter.

Figure 4 shows the coordinate system. Ther-axis is set in the
direction of eccentricity«, and thet-axis is directed 90 deg from
the r-axis in the direction of the impeller rotation. The fluid force
F is applied to the center of the impeller ‘‘O’’ on the whirl orbit.
The fluid forceF is represented in radial (Fr) and tangential (Ft)
components to the whirl orbit, which are useful for the rotor vi-
bration analysis. Measured fluid forces are normalized as (f r , f t)
5(Fr ,Ft)/(Mo«V2), whereMo5rpr 2

2b2 is the mass of the fluid
in the impeller. Uncertainty in the dimensionless fluid forcesf r
and f t is 60.3 ~dimensionless value!. The fluid force momentM
applied on the impeller center ‘‘O’’ is represented with radial
(Mr) and tangential (Mt) components as shown in Fig. 4. Mea-
sured fluid force moments are normalized as (mr ,mt)
5(Mr ,Mt)/(Mo r 2«V2). Uncertainty in the dimensionless fluid
force momentsmr andmt is 60.3 ~dimensionless value!. It should
be noted here that the tangential fluid force,f t , is destabilizing for
the whirl whenf t3(v/V).0; i.e., f t andv/V are both positive
or both negative.

P0, and P1;P4 in Fig. 2 show the locations of pressure taps to
measure the steady and unsteady pressure. P0 at the collector wall,
and P1 at the diffuser inlet were used to measure the steady pres-
sure performance forc, andcs with a manometer. In addition to
this, taps P1;P4 were used to measure the unsteady pressure
using flush mounted pressure transducers~Kyowa Electronic In-
struments Corp. PS-2KB, strain-gauge type, resonance frequency
is 24 kHz! to observe a rotating stall in the vaneless diffuser. P1
and P2 at the diffuser inlet are located at different circumferencial
positions~separation angle 45 deg! to determine the number of
cells and the propagation speed of diffuser rotating stall.

Results and Discussions

Pressure Performance and Rotating Flow Instability. Fig-
ure 5 shows the static pressure coefficientc at the collector, and
cs at the diffuser inlet plotted against the flow coefficientf, with
Seal A, B, and C and without the shaft eccentricity («50). The
design flow coefficient isfd50.210, and nondimensional specific
speed is 0.98. These performance curves have no positive slope all
over the flow range. The differences between Seal A, B, and C are
considerably small. From these results, it could be conclude that
the seal geometries in the present test have almost no effect on the
pressure performance. For the measurements of fluid force, the
flow rate was varied widely fromf50.058 tof50.236.

Figure 6 shows the spectral analyses of the pressure fluctuations
at the diffuser inlet P1 for Seal A measured with decreasing flow
rate. The amplitudes~zero-to-peak! of pressure fluctuations with
dimensionless frequencyf * 50.22;0.30 in Fig. 6 are also plotted
in Fig. 5. The amplitude increases suddenly as the flow rate de-
creases less thanf50.10. Phase difference of this frequency be-
tween P1 and P2~located with the separation angle 45 deg! was
240;250 degrees. The same phenomena of these pressure fluc-
tuations were observed for all seals~Seal A, B, and C!. From these

Fig. 4 Scheme showing the fluid-induced forces Fr and Ft ,
and force moments. Mr and Mt „«: eccentricity, V: shaft rota-
tional speed, v: whirling speed, ‘‘ O’’: impeller center on the
whirl orbit, „r ,t …: radial and tangential to the whirl orbit …

Fig. 5 Pressure performance of the test impeller „«Ä0, vÕV
Ä0…. Pressure coefficient c at the collector, cs at the diffuser
inlet, and pressure fluctuation DCp1 at the diffuser inlet, versus
flow coefficient f „uncertainty in c, csÁ0.01, in fÁ0.01….

Fig. 6 Spectral analyses of pressure fluctuations at the dif-
fuser inlet P1 in case of Seal A, for «Ä0 and vÕVÄ0 „uncer-
tainty in fÁ0.01…
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results, it was found that a rotating flow instability with one cell
propagates in the same direction as impeller rotation. The detailed
description of this flow instability will be presented later.

Fluid Forces and Fluid Force Moments on Impeller Mea-
sured With Force Balance. Figures 7, 8, and 9 show the di-
mensionless radial,f r , tangential,f t , fluid forces, and radial,mr ,
tangential,mt , fluid force moments on the impeller measured
directly by the force sensor, plotted against the whirling speed
ratio, v/V, for various flow rates with Seal A, B, and C, respec-
tively. At higher flow rate thanf50.162, the fluid forces and fluid
force moments are considerably small, and vary smoothly with the
whirling speed. Moreover, seal geometry has almost no effect on
the amount and the tendency of the fluid forces. However, in case
of Seal A and B the forces and force moments change dramati-
cally at flow rate smaller thanf50.121, and ‘‘peak’’ appears near
v/V50.2;0.3. With Seal A and B, the tangential fluid forces are
positive in a wide range of positivev/V. In this region, the fluid

force promotes the whirl instability. On the contrary, with Seal C,
the peak force and moment are considerably small, and the range
of v/V where the tangential fluid force is positive, is small. So
that, Seal C has beneficial effects on the shaft vibration for part
flow operation as compared with Seal A and B.

In Fig. 9~a!, calculation results of radial,f r , and tangential,f t ,
fluid forces by Shoji’s two-dimensional vortex method,@14#, are
also shown for comparison. This calculation was assumed inviscid
flow, applied only to the impeller without vaneless diffuser, and
not included the effect of the seal leakage flow. All over the flow
range, the calculated tangential forcef t is almost negative in posi-
tive whirl, and positive in negative whirl. Thus the fluid force has
a damping effect on the whirling motion. The experimental results
with Seal C agree well with the calculations qualitatively and
quantitatively except for the regionv/V50.2;0.3 at low flow
rate. From these results, it could be concluded that the fluid forces
on the whirling impeller have a stabilizing effect on the whirl, as

Fig. 7 Dimensionless fluid force f r „s… and f t , „d… and fluid force moment m r „s… and
m t „d… on the impeller with Seal A versus whirling speed ratio vÕV for various flow
coefficients f „«Ä1.05 mm … „uncertainty in f r , f tÁ0.3, m r , m tÁ0.3, in vÕVÁ0.002, in
fÁ0.01…
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reported by Shoji and Ohashi@15#, if there is no variation of seal
leakage flow associated with the whirling motion, like Seal A
and B.

However, it should be noted here that the change of fluid force
and moment atv/V50.2;0.3 is different for Seal A and B. The
peak of f r is negative in Seal A, although that is positive in Seal
B. The same tendency can be observed in the fluid force moment.
From these results, it was found that the seal geometry affected
the direction of the peak fluid force and force moment through the
variation of the leakage flow due to the impeller whirl, and also to
the actual radial clearance in the direction of the eccentricity~Seal
A: reduced clearance, Seal B: enlarged clearance!.

Combined Effect of Whirling Motion and Rotating Stall.
Tsujimoto et al.@16# calculated the fluid forces on a whirling im-
peller in a vaneless diffuser using two-dimensional vortical flow
analysis. They reported that, the tangential fluid force becomes
destabilizing at the whirling speed close to the propagation speed

of a rotating stall in an impeller, or a diffuser. In addition,
Tsujimoto et al.@17# calculated the critical flow angle and propa-
gation speed of the rotating stall in vaneless diffusers with simple
boundary conditions at the diffuser inlet and outlet. From this
calculation, a rotating stall onset at flow ratef50.062, and
propagation speedv8/V50.2 can be obtained in the condition of
the present experimental diffuserr 4 /r 351.5. This propagation
speed is near tov/V50.2;0.3 where the fluid forces have a peak
at low flow rate in the present experiment.

The combined effect of the whirl and rotating stall is investi-
gated based on this prediction. Figure 10 presents the spectral
analyses of pressure fluctuations at the diffuser inlet P1 and the
output signal of the force sensor at various flow rates. The whirl-
ing speed with eccentricity«51.05 mm is decreased continuously
from v/V511.2 to 21.2, while the flow rate is maintained
constant.

Fig. 8 Dimensionless fluid force f r „s… and f t , „d… and fluid force moment m r „s… and
m t „d… on the impeller with Seal B versus whirling speed ratio vÕV for various flow
coefficients f „«Ä1.05 mm … „uncertainty in f r , f tÁ0.3, m r , m tÁ0.3, in vÕVÁ0.002, in
fÁ0.01…
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1. At high flow ratef50.236, the dominant frequency of the
pressure fluctuations isf * 5uv/Vu due to the whirl. On the other
hand, in the force sensor signal measured on the rotating shaft,
there are the two components:~a! f * 5u1.02v/Vu caused by the
fluid force due to the whirl~The reason ofu1.02v/Vu for the
force sensor signal is that the force sensor is installed in the rela-
tive rotating frame and the pressure sensor exists in the absolute
frame; i.e., stationary casing!, and~b! f * 51.0 due to the electrical
noise of the slip ring.

2. At flow rate f50.121, the pressure fluctuations withf *
50.2;0.3 due to the weak rotating stall appears atv/V50.2
;0.3. This pressure fluctuation does not appear at the same flow
rate under the condition of«50 andv/V50 as shown in Fig. 6.
At v/V50.2;0.3, the amplitude of force sensor signal withf *
5u1.02v/Vu50.7;0.8 increases too. From these results, it is
plausible that the rotating stall is induced and excited by the
whirling motion which causes unsteady asymmetric pressure dis-

tribution at the diffuser inlet. The induced rotating stall is coupled
with the whirling motion when the whirling speed is close to the
propagation speed of the rotating stall.

3. At lower flow ratef50.100, the strong rotating stall with
f * '0.26 ~i.e., the propagation speed ratiov8/V'0.26) occurs
all over the range ofv/V511.2;21.2. As a result, the compo-
nent with f * 5u1.02v8/Vu'0.74 of the force sensor signal ap-
pears clearly caused by the rotating stall. In addition, the compo-
nent with f * 5u1.02v/Vu due to the whirl can be observed. The
amplitude of the component withf * 5u1.02v/Vu increases at
v/V'0.26.

In order to examine the combined effects of the whirl and the
rotating stall, two fluid forces were compared as follows. One is
the fluid force,f RS, caused by the rotating stall. The other is the
rotordynamic fluid force,f 5( f r

21 f t
2)1/2. The fluid forcef RS was

separated from the fluid forcef based on the frequency using the

Fig. 9 Dimensionless fluid force f r „s… and f t , „d… and fluid force moment m r „s… and
m t „d… on the impeller with Seal C versus whirling speed ratio vÕV for various flow
coefficients f „«Ä1.05 mm … „uncertainty in f r , f tÁ0.3, m r , m tÁ0.3, in vÕVÁ0.002, in
fÁ0.01…
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phase-averaged conditioning; i.e.,f RS has the frequencyf *
5u1.02v8/Vu'0.74 on the force sensor signal. Figure 11 shows
the comparison of two forces,f RS and f. At f50.236 above de-
sign flow, there is no presence off RS caused by the rotating stall
for any whirling speed. Atf50.121, f RS does not appear except
for the regionv/V50.2;0.3. However, the rotordynamic fluid
force f develops atv/V'0.26 caused by the induced rotating
stall. At f50.100, f RS is almost constantf RS'3.0 except for
v/V'0.26. Clearly, f increases dramatically larger thanf RS
'3.0 atv/V'0.26. Moreover, at lower flow ratef50.058, f RS
increasesf RS.5.0 at any whirling speed caused by the strong
rotating stall, and alsof increases remarkably atv/V'0.26.

From these results, it could be concluded that:~a! a rotating
stall is induced at higher flow rate~still below design flow! by the
whirling motion and coupled with the whirl, when the whirling
speed becomes close to the propagation speed of the rotating stall,

~b! a rotating stall occurs for any whirling speed at lower flow rate
and is strongly enhanced when the whirling speed and the stall
propagation speed become close each other.

Effect of the Seal Geometry. Figure 12 presents typical un-
steady pressure patterns of the rotating stall in the vaneless dif-
fuser for Seal A and B atv/V50.26, forf50.100. This pressure
pattern was obtained from the measurements of the pressure sen-
sor, P1, P3, and P4 located at one angular position. Pressure fluc-
tuations were phase conditional ensemble-averaged based on the
trigger signal that indicates the instant when both the directions of
the impeller whirl and the rotation of the rotating stall come to a
prescribed orientation. The pressure pattern propagates in the di-
rection of the impeller rotation coupled with the whirling motion.
The patterns are similar to the experimental and theoretical results
previously published~Tsujimoto et al.@17#!. In this figure,r andt

Fig. 10 Spectral analyses of the pressure fluctuations at the diffuser inlet P1 and the signal of force sensor for various flow rates
in Seal A „«Ä1.05 mm … „uncertainty in vÕVÁ0.002, in fÁ0.01…
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axes are shown on the whirling coordinate of the impeller. It
might be of interest to note that the pressure pattern of Seal A is
almost contrary to that of Seal B with respect to the direction of
shaft eccentricity, although both patterns are similar with respect
to the seal clearance nonuniformity. From these observations, it
was found that the variation of seal clearance in relation to the
eccentricity is more important than the seal geometry for the cou-
pling of rotating stall with the whirling motion.

The unsteady fluid forces on the impeller are calculated using
the unsteady pressure measurements at the diffuser inlet, P1, to
obtain a better understanding of the peak fluid force. The pressure
fluid forces,f rp and f tp , are estimated by integrating the unsteady
pressure on the impeller outlet including the impeller side plate. In
this estimation, the unsteady forces resulted from the momentum
transfer at the impeller inlet and outlet, and the rate of change of
fluid momentum in the impeller are neglected. Figure 13 shows
the comparison of directly measured fluid forces,f r and f t with
estimated ones,f rp and f tp at f50.100, for Seal A, B, and C.
They agree well concerning the whirling speed ratio where the
peak fluid force appears, and the difference of the direction of the

Fig. 11 Comparison of the dimensionless fluid force f „s… due to the whirl with
the dimensionless fluid force f RS „Ã… due to the rotating stall for various flow
rates, in Seal A „«Ä1.05 mm … „uncertainty in fÁ0.3, f RSÁ0.3, in vÕVÁ0.002, in
fÁ0.01…

Fig. 12 Unsteady pressure pattern in the vaneless diffuser
due to the rotating stall coupled with the whirl at vÕVÄ0.26 for
fÄ0.100 in Seal A and B „«Ä1.05 mm … „uncertainty in vÕV
Á0.002, in fÁ0.01…

Fig. 13 Comparison of the dimensionless fluid force f r and f t „s… directly measured
by the force sensor with the dimensionless pressure force f rp and f tp „Ã… estimated by
the unsteady pressure at the impeller outlet, versus whirling speed ratio vÕV for f
Ä0.100, in Seal A, B, and C „«Ä1.05 mm … „uncertainty in f r , f tÁ0.3, f rp , f tpÁ0.5, in
vÕVÁ0.002, in fÁ0.01….
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fluid force for Seal A and B, although the amount of estimated
pressure force is smaller than that of directly measured force.
From these results, it was inferred that some fraction of the peak
fluid force at v/V50.2;0.3 is generated by the pressure non-
uniformity around the impeller due to the rotating stall.

On the other hand, Childs@7# calculated the unsteady flow in
the leakage path between the impeller shroud and housing in
whirling motion by using a bulk-flow model. In this calculation,
he reported that the unsteady flow in the leakage flow path has a
‘‘resonance’’ at a certain whirling speed. From this prediction, it
might be estimated that the leakage flow instability also plays an
important role to couple the rotating stall with the whirling motion
by means of the unsteady leakage flow through the Gap-A at the
diffuser inlet.

Unfortunately, full confirmation of the unsteady leakage flow in
the shroud leakage path has not been obtained in the present ex-
periments. In order to explain all the effects of seal geometry, an
extension of the experiment is underway with focus on the leak-
age flow, which will add to our understanding of the rotordynamic
~whirl!-hydrodynamic~rotating stall, leakage flow! coupling.

Conclusions
From the experimental results and discussions, the following

conclusions can be drawn:

1. the fluid forces on the whirling impeller have a stabilizing
effect on the whirl basically at high flow rate.

2. at the whirling speed ratiov/V'0.26, the fluid force has a
destabilizing peak at low flow rate in the present experiment.

3. the peak of fluid force is caused by the coupling between the
whirl and the rotating stall in the vaneless diffuser.

4. the change of seal geometry with axial seal~Seal A and B!
affects the direction of the peak fluid force, and force mo-
ment through the unsteady leakage flow caused by the varia-
tion of the seal clearance due to the whirl.

5. the face seal~Seal C! that is characterized by no variation of
seal clearance with whirling and so less contributive to un-
steady leakage flow, shows less sensitivity to the whirling-
rotating stall coupling effect.

6. it could be estimated that the unsteady leakage flow in the
shroud leakage path plays an essential role for the occur-
rence of a coupling mechanism between the whirling motion
and the vaneless diffuser rotating stall.
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Nomenclature

@A# 5 four-by-four transfer matrix
b2 5 impeller axial width~see Fig. 2!
b3 5 diffuser axial width~see Fig. 2!

DCp 5 coefficient of unsteady pressureDp ~zero-to-peak!,
normalized byr(r 2V)2

F 5 fluid force on impeller~see Fig. 4!
$FM% 5 four-component vector of two force and two moment

Fr ,Ft 5 fluid force, radial~r! and tangential~t! to the whirl
orbit ~see Fig. 4!

f 5 dimensionless fluid force on impeller normalized by
Mo«V25( f r

21 f t
2)1/2

f r , f t 5 dimensionless fluid force on impeller, radial~r! and
tangential~t! to the whirl orbit, normalized by
Mo«V2

f rp , f tp 5 dimensionless fluid force due to unsteady pressure
around the impeller, radial (r ), and tangential~t! to
the whirl orbit, normalized byMo«V2

f RS 5 dimensionless fluid force caused by the rotating stall
in vaneless diffuser, normalized byMo«V2

f * 5 dimensionless frequency5frequency/(V/2p)
Gap-A 5 radial clearance between impeller shroud edge and

casing~see Fig. 2!
M 5 fluid force moment around the impeller center

Mr ,Mt 5 fluid force moment, radial (r ), and tangential~t!
component~see Fig. 4!

Mo 5 reference value~mass of fluid in impeller!
5rpr 2

2b2 ,
mr ,mt 5 dimensionless fluid force moment on impeller, radial

~r! and tangential~t! components, normalized by
Mor 2«V2

‘‘O’’ 5 center of impeller on the whirl orbit~see Fig. 4!
p 5 pressure

pt1 5 total pressure at impeller inlet
Dp 5 unsteady pressure~zero-to-peak!

r 5 radius
~r,t! 5 radial and tangential axis~see Fig. 4!

r 1 5 impeller inlet radius~see Fig. 2!
r 2 5 impeller outlet radius~see Fig. 2!
r 3 5 diffuser inlet radius~see Fig. 2!
r 4 5 diffuser outlet radius~see Fig. 2!
S 5 seal radial clearance (S* 5nominal radial clearance

with «50)
$V% 5 four-component force sensor vector

« 5 radius of circular whirl orbit~eccentricity!
r 5 fluid density
f 5 flow coefficient5flow rate/(2pr 2

2b2V)
fd 5 design flow coefficient
c 5 pressure coefficient

(at collector PO)5(p-pt1)/r(r 2V)2

cs 5 static pressure coefficient
(at diffuser inlet P1)5(p-pt1)/r(r 2V)2

v 5 whirling angular velocity
v8 5 angular velocity of rotating stall
V 5 angular velocity of impeller

v/V 5 whirl speed ratio
v8/V 5 propagation speed ratio of rotating stall
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Supersonic Through-Flow Fan
Blade Cascade Studies
An investigation has been performed of the flow in a supersonic through-flow fan blade
cascade. The blade shapes are those of the baseline supersonic through-flow fan (STF).
Measurements were made at an inlet Mach number of 2.36 over a 15 deg range of
incidence. Flowfield wave patterns were recorded using spark shadowgraph photography
and steady-state instrumentation was used to measure blade surface pressure distributions
and downstream flowfield. From these measurements, the integrated loss coefficients are
presented as a function of incidence angle along with analysis indicating the source of
losses in the STF cascade. The results are compared with calculations made using a
two-dimensional, cell-centered, finite-volume, Navier-Stokes code with upwind options.
Good general agreement is found at design conditions, with lesser agreement at off-design
conditions. Analysis of the leading edge shock shows that the leading edge radius is a
major source of losses in STF blades. Losses from the leading edge bluntness are con-
vected downstream into the blade wake, and are difficult to distinguish from viscous
losses. Shock losses are estimated to account for 70% to 80% of the losses in the STF
cascade. © 2003 American Institute of Physics.@DOI: 10.1115/1.1601257#

Introduction
The rapid growth in air traffic across the Pacific has sparked

renewed interest in supersonic passenger transports. The current
generation of aircraft engines, however, do not perform well at
supersonic cruise. In order to make such supersonic transports
economically viable, supersonic cruise engines must be improved
in both weight and efficiency.

One component of the supersonic cruise engine which could be
improved substantially in both of these areas is the inlet. A super-
sonic inlet for a typical gas turbine engine must be capable of
decelerating the supersonic inflow to subsonic speeds at the en-
gine face. This deceleration of the flow is not easily managed, and
shock and boundary layer losses are inevitable. In order to mini-
mize these losses, a long and heavy inlet employing variable ge-
ometry is necessary. Thus, an inlet for a typical supersonic cruise
engine is both heavy and inefficient.

As far back as 1958, Ferri@1# pointed out that a fan capable of
accepting supersonic axial flow would allow for the use of a light,
simple inlet with high pressure recovery at supersonic cruise. As
envisioned by Ferri@1#, the fan would operate with a normal
shock in the rotor passage, and the outlet flow would be subsonic.
The efficiency of such rotors, however, is not high, due to the
large losses from the passage normal shock. A more promising
way of increasing the compression system~inlet plus compressor!
efficiency is to employ a fan in which the flow is axially super-
sonic throughout. First proposed by Advanced Technology Labo-
ratory, Inc. and studied under NASA contract~Trucco!, @2#, flow
in this engine would still need to be diffused to subsonic velocity,
but the losses in such a diffusion process would be confined to
only the fraction of air which goes through the core, and thus
overall losses would be reduced. The weight of the supersonic
through-flow fan~STF! equipped engine would be reduced rela-
tive to a conventional turbofan engine since, not only would a
lighter inlet be needed, but fewer stages would be required—the
STF being capable of much higher pressure ratios than lower
speed fans.

Several studies have been conducted to estimate the perfor-
mance potential of the STF equipped engine. Tavares@3# sug-
gested that a STF efficiency of 68% is required to provide a per-

formance advantage over a turbojet engine for a Mach 2.7
transport. Champagne@4# suggested that a STF engine equipped
Mach 2.3 transport would have a 14% increase in range compared
to a conventional turbofan due to the 9% reduction in specific fuel
consumption and 31% reduction in installed engine weight. Fran-
ciscus and Maldonado@5# found that for a Mach 3.2 transport with
a 5000 mile range, a STF engined aircraft would have a takeoff
gross weight 13% less than an aircraft equipped with an advanced
turbine bypass engine.

Unfortunately, all these studies suffer from a lack of experimen-
tal data confirming the assumed fan performance. Only two ex-
perimental studies to date have examined the performance of su-
personic axial blading. Savage et al.@6# examined the
performance of a transonic rotor operating above design speed in
a Mach 1.5 flow and obtained limited performance data. Breugel-
mans@7# tested a rotor designed for Mach 1.5 inlet flow, but was
unable to obtain substantial data due to early rotor blade failure. In
both cases, the rotor operated with a normal shock in the rotor,
and therefore, the exit velocity was axially subsonic.

In order to better quantify the performance potential of the STF,
the NASA Lewis Research Center undertook a program to design,
build, and test a proof-of-concept supersonic through-flow fan
stage. The fan stage was designed for a total pressure ratio of 2.45
at a fan face Mach number of 2.0. The design of the fan stage and
the details of the blading are described by Schmidt et al.@8#.

As a part of this program, two-dimensional cascade studies of
mean blade sections were undertaken in the Virginia Tech super-
sonic cascade wind tunnel. These cascade studies were undertaken
in order to obtain an understanding of the flow physics and loss
mechanisms in the supersonic through-flow fan, and to establish a
database on supersonic through-flow fan performance.

This paper will detail the results of the experimental cascade
studies and analyze the results in light of the above stated objec-
tives. The results will be compared to CFD calculations of the
cascade flow in order that the capabilities and limitations of these
codes can be assessed for the problem of STF design. The results
of the testing and the computational predictions of the flow will be
analyzed in light of a shock loss model in order to better under-
stand the loss mechanisms in the STF cascade.

Experimental Apparatus
All measurements were conducted in the Virginia Tech super-

sonic cascade wind tunnel. This blow-down facility was equipped
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with a two-dimensional Mach 2.36 nozzle and a 15.2322.9 cm
(639 inch) test section. The cascade wind tunnel was typically
operated at a total pressure of 400 kPa and a total temperature of
285 K, for a Reynolds number of approximately 4.4
3105 per cm. The air was dried and filtered to reduce the level of
particulates in the flow. Upstream of the nozzle, the settling cham-
ber was equipped with flow straighteners and screens to reduce
large scale turbulence. The freestream turbulence intensity is ap-
proximately 1%, and the flow Mach number is uniform to60.05.
Characteristics of the tunnel flow are more fully documented in
Chesnakas@9,10#.

Placed into the test section of this tunnel was the cascade illus-
trated in Fig. 1. The cascade consisted of six blades mounted on a
circular back-plate that could be rotated to obtain any desired
inflow angle. ‘‘Design incidence,’’i 50°, is defined as the condi-
tion at which the flow is parallel to the blade suction surface at
the leading edge. Measurements were made at inflow angles
i 5210°, 25°, 0°, and15°. All measurements downstream of
the cascade are referred to anx–y–z coordinate system in which
the z-direction is along the blade span, they-direction is parallel
to a line connecting the blade trailing edges, and thex-coordinate
is in the axial direction. The origin of the coordinate system is at
midspan of the trailing edge of the third blade from the bottom of
the cascade as shown in Fig. 1. In order to obtain the shadow-
graphs of the blade passage, the blades were mounted in a plexi-
glas window. For LDV measurements, a second set of doors was
used with a 90-mm-diameter Schlieren quality glass window
mounted to provide access to the blade trailing edge region.

The cascade blade shapes were derived from the NASA Lewis
baseline STF rotor at midspan. The cascade consisted of six full-
scale blades with chord length,c, of 100.3 mm, spacing,s, of
30.2 mm, and span of 152 mm. The solidity,s, of the blades was
3.32 and the maximum blade thickness was 5.8 mm. Details of the
blade shape can be found in Chesnakas@9,10#.

No endwall suction is applied in the test section. Due to the
high supersonic axial Mach number in the cascade, the flow is
hyperbolic, and the characteristics are fairly shallow. Any distur-
bance caused by thickening of the endwall boundary layer can
only propagate a limited distance toward the center of the blade
passage. As a consequence, the axial-velocity density ratio
~AVDR!, (ru)2 /(ru)1 , is 1, and the flow at the center of the
passage is two-dimensional. This is in contrast to lower speed
cascades which are elliptical in nature. In subsonic-axial cascades,

the thickening endwall boundary layer can influence flow even in
the center of the passage, and the AVDR is typically greater than
1. Oil streaks on the blade surfaces and downstream Pitot mea-
surements verified the two-dimensionality of the STF cascade
flow at midspan. Blade-to-blade periodicity and measurement re-
peatability, as documented in Chesnakas@9,10#, were both quite
good.

It should be noted that there are some features of supersonic-
axial blading that makes the operation of this cascade quite dif-
ferent from that of cascades in which the blading is supersonic
relative to the blades but subsonic in the axial direction. The first
of these is that, since the flow is supersonic in the axial direction
at the inlet of the cascade, shocks coming off of the leading edge
will be contained within the blade passage. Since no waves propa-
gate in front of the blades, no ‘‘unique incidence’’ condition exists
for supersonic axial blading. Also, since the flow is supersonic
axial at the exit of the cascade, the static pressure at the exit of the
cascade is prescribed by the inlet conditions, and back pressure is
not an independent parameter.

The supersonic through-flow fan blade cascade was examined
using four different sets of instrumentation. The first of these was
a spark shadowgraph system. Since the blades were mounted in a
plexiglas window, the shadowgraphs revealed the flow structure
throughout the entire blade passage.

Blade surface pressures were obtained with a set of instru-
mented blades. Sixteen pressure taps were placed on each surface
in one blade passage, fromx/c50.038 tox/c50.962. These pres-
sures are reported here normalized by the settling chamber total
pressure. The total uncertainty in the pressure measurements is
61.2%—approximately the size of the symbols on the plots that
follow.

Pitot and static pressures in the region downstream of the
blades were measured with a unique Pitot/static probe fully de-
scribed in Chesnakas@9,10#. The probe, in brief, is a horizontal
rake consisting of a center-mounted Pitot tube, with a static pres-
sure tap on a vertical, sharp-edged plate on either side of the Pitot
tube. Since the static and Pitot taps are horizontally separated, the
probe is only suitable for flows which are invariant in the hori-
zontal direction ~two-dimensional!. The probe was traversed
downstream of the cascade in they-direction~along a line parallel
to the cascade!. From these Pitot and static measurements, the
Mach number, total pressure, and mass flux could be calculated.

Finally, velocities in the cascade were measured with a two-
component laser Doppler velocimeter~LDV !. When combined
with a simultaneous measurement of the flow total temperature,
these measurements could also be used to find the Mach number
of the flow. The system, in brief, was a two-color, two-component,
dual-beam system utilizing the blue~488 nm! and green~514.5
nm! lines of an etalon equipped argon-ion laser. The fringe spac-
ing for each component was approximately 7mm. The system was
set to measure velocity components at plus and minus 45 deg to
the mean flow. One of each of the blue and green beams was
frequency shifted by 40 MHz, so that the fringes would move in
the direction of the flow, and angular bias would be minimized.
Light was collected in direct forward scatter, and counters with 1
ns resolution clocks were used to measure the time for eight fringe
crossings. At each measurement position, 1024 data points were
taken, and the mean velocity of the flow was taken as the arith-
metic mean of the 1024 measurements. The LDV system could be
positioned to an accuracy of 0.05 mm. Turbulence information
was also acquired with the LDV, but the results of that were pre-
sented in a separate paper,~Andrew @11#!.

Seeding particles for the LDV system consisted of 0.6mm poly-
styrene latex spheres~PSL!, which were suspended in ethanol and
injected directly into the tunnel approximately 3 m upstream of
the nozzle throat. The 0.6-mm PSL was chosen to maximize scat-
tered light while minimizing particle lag. The 0.6-mm particles
follow the flow closely through most of the blade passage, and
only lag the flow significantly in very small regions behind the

Fig. 1 Cascade test section
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cascade shocks~Chesnakas@9,10#!. Comparison of the data rate
when injecting pure ethanol into the flow relative to the case of no
ethanol injection confirmed complete evaporation of the ethanol
carrier. Electron microscopy revealed excellent particle size uni-
formity and very little agglomeration of the seeder output Chesna-
kas @9,10#. Pitot/static probe measurements upstream of the cas-
cade showed the seeder to have no measurable effect on the
cascade inflow.

The measurement uncertainty for the Pitot/static probe and the
LDV system is detailed in Chesnakas@9,10#, and is summarized in
Table 1. Uncertainties listed include both bias and precision er-
rors. Bias errors, in general, predominate.

Computational Analysis
A computational simulation of the flow through the supersonic

through-flow fan blade cascade was performed in order to aid in
the interpretation of the experimental data and to gain an under-
standing of the capabilities and limitations of computational fluid
dynamics~CFD! to predict the flow in a STF. The CFD code used
in this research~algorithm for the Navier-Stokes equations using a
Riemann solver, ANSERS! was based on the algorithm of Taylor
@12#. This code is the two-dimensional version of the three-
dimensional code~CFL-3D! by Thomas and Walters@13#. This
time-marching method solves the compressible, complete N-S
equations in generalized coordinates. The governing equations are
solved in integral conservation law form using a cell-centered,
finite-volume formulation. The inviscid flux terms were evaluated
using van Leer’s flux vector splitting method. In this paper, spatial
discretization for the inviscid flux terms is third-order accurate
upwind-biased. Viscous fluxes are differenced using second-order-
accurate central differences. Only limited study on grid resolution
was performed in this research. Results presented in the paper was
based on a 653210 grid. Additional calculations were performed
on a grid twice as dense. Solutions were grid independence in
most part of the flowfield, except at location of shock/boundary
layer interaction. A unique grid was used for each inflow angle.
Turbulence was modeled using the Baldwin-Lomax eddy viscos-
ity model, assuming turbulent flow from the leading edge of the
blade. This model was chosen for its computational simplicity.

In general, separated regions within the STF flowfield caused
the solutions to be oscillating in nature, which necessitated an
excessively large number of iterations for convergence. The num-
ber of required iterations was typically 12,000, and were carried
out at a CFL number of 6. The applied convergence iteration was
the consistency of the skin friction over an interval of 1500 itera-
tions; the completed pressure distributions converged more
quickly.

Supersonic flow at the upstream, inflow boundary dictate that
four boundary conditions be specified there in an explicit manner.
These are density, two components of velocity, and pressure. At
the outflow boundary, supersonic exit flow requires that four
boundary conditions are extrapolated from the computational do-
main. Density, two components of velocity, and pressure were
extrapolated to the outflow boundary for this purpose. The re-
maining two outer boundary segments are specified as periodic
over the cascade pitch. Two types of boundary conditions are
appropriate at the inner boundary: a no-slip, adiabatic condition at
the wall, and periodicity along the wake centerline.

All calculations were performed with an inflow Mach number
of 2.36. Four incidence angles were analyzed in order that the
effect of entrance flow angle could be evaluated. All calculations
were within 1 deg of the nominal measured incidence angles of
i5210 deg25 deg, 0 deg, and 5 deg, and will be referred to in
this paper by these nominal values.

Grid independence of the results was confirmed. Adequate clus-
tering was verified to resolve the viscous layers and the shock
layer sufficiently. Cluster of the grid was based on experimental
results. Further details on the CFD simulation can be found in
Chesnakas@9,10#.

Results

Design Incidence. A shadowgraph of the cascade operating at
design incidence is shown in Fig. 2. In this shadowgraph, the flow
is coming in from the left in the direction of the blade suction
surface~upper! leading edge. The shocks coming off the leading
edge can be seen to be contained within the blade passage. This
indicates that the component of velocity in the axial direction
~perpendicular to the cascade! is supersonic. The leading edge
shock from the suction side of the leading edge intersects the
pressure surface~lower! at approximately 12% chord, and gener-
ates a reflected shock. There is no indication of boundary-layer
separation at this shock/boundary-layer interface either in the
shadowgraph or in the surface oil flow visualizations of Andrew
@14#. The leading edge shock from the pressure side intersects the
suction surface at approximately 55% chord and reflects weakly.
Although not evident in the shadowgraph, the surface oil flow
visualizations of Andrew@14# indicate that there is a mild separa-
tion at this point, with the flow quickly reattaching. Originating
from the trailing edge are a pair of ‘‘fishtail’’ shocks. These shocks
exist to equilibrate the flows from the suction and pressure sur-
faces, which arrive at the trailing edge at slightly different pres-
sures and slightly different flow angles. The blade wake is only

Table 1 Uncertainty analysis, summary

Freestream Wake

Probe LDV Probe LDV Mass Averaged

M 63.7% 62.6% 62.0% 61.7% -
pt 67.4% 65.4% 62.3% 62.4% 67.1%
V - 61.2% - 61.3%
i - 60.9° - 60.9°
v 60.068

Fig. 2 Cascade shadowgraph, design incidence, b1,Ä37 deg.
The pressure probe is visible on the lower right hand corner.
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weakly visible in the shadowgraph, and little about its extent or
structure can be inferred. Visible in the bottom right of the shad-
owgraph is one of the pressure probes used downstream of the
cascade.

The fact that this cascade operates with almost no boundary-
layer separation would be considered unusual if this were a con-
ventional, subsonic-axial cascade, but should not be too surprising
for supersonic-axial flow. If the cascade blade shapes are exam-
ined, it can be seen that, with these blades the flow is turned
toward the axial direction as it passes through the cascade, and so
the passage area increases. Since there is supersonic inflow, the
increase in passage area dictates that the Mach number increase
and the static pressure drop through the blade passage. This favor-
able pressure gradient is a unique feature of supersonic through-
flow blading that limits boundary-layer growth and helps to pre-
vent massive boundary-layer separation.

The existence of this overall favorable pressure gradient in the
cascade is confirmed with the blade surface pressure measure-
ments. The blade static pressure distribution for the case of design
incidence are shown in Fig. 3. It can be seen that the pressure on
the suction surface initially rises slightly as the flow is compressed
through the slight concavity of the suction surface at the leading
edge. After this initial rise, the static pressure decreases monotoni-
cally until approximately 55% chord, where the pressure side
leading edge shock intersects the suction surface. After the pres-
sure rise from this shock—and two other mild shocks, visible in
Fig. 2, which closely follows—the pressure over the last 30% of
the suction surface is nearly constant, rising slightly toward the
trailing edge.

Measurements of the pressure surface static pressure at design
incidence can be similarly matched to flow features revealed in
the shadowgraph. These measurements show the pressure increas-
ing slowly over the first 10% of the blade, and then increasing
sharply around 15% chord where a shock from the leading edge
intersects the pressure surface. After the sharp rise in pressure
from this shock, the surface pressure drops and then rises again
from the convergence of compression waves originating from the
concave portion of the leading edge suction surface into a ‘‘re-
compression’’ type shock. Past this second wave, the pressure
drops steadily from 35% chord to the trailing edge. At the trailing
edge, the pressure side and suction side pressures are nearly equal.

Comparison of the measured cascade flowfield to the calculated
flowfield yields generally good agreement. Figure 4 shows a con-
tour plot of the calculated static pressure at design incidence.
Comparison of this plot with Fig. 2 illustrates that the positions of

the leading edge shocks agree quite well in both of these figures,
as do the positions of the reflected shocks in the blade passage.
Comparison of Fig. 4 with Fig. 2 also shows that the positions of
the fishtail shocks are predicted accurately. The measured and
calculated blade static pressures are shown in Fig. 3. It can be
seen that the agreement between the calculated and measured
blade static pressure is generally good, with the following caveats.
The calculated static pressure over the last part of the blade is low.
Also, the calculated static pressure does not show the pressure
peak measured at about 32% chord on the pressure surface of the
blade. It is surmised that the grid is not sufficiently refined in the
region where the compression waves from the suction surface
coalesce to adequately resolve this pressure rise.

The conditions downstream of the cascade at design incidence
can be seen in Figs. 5 and 6. In these plots, the Mach number and
total pressure atx/c50.37 from both the Pitot/static probe and the
LDV measurements, and from the CFD calculations are presented.
~LDV total pressure results are obtained by combining the LDV
velocity measurements, a total temperature measurement, and the
Pitot pressure as explained in Chesnakas@9,10#!. In these figures,

Fig. 3 Blade surface pressure, design incidence

Fig. 4 Contour plot of static pressure at design incidence,
calculated

Fig. 5 Downstream Mach number, IÄ0 deg, x ÕcÄ0.37, mea-
sured and calculated. „Note the presence of the fishtail shock
at y ÕsÄ0.75.…
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the wakes are quite distinct from the passage flow. The Pitot/static
probe measurements also clearly show the location of the fishtail
shocks—which at this axial location are coincident—with a spike
in the profiles at mid passage. This spike in the profiles occurs
when the shock disrupts the flow about the probe and alters its
response~and thus the ‘‘LDV’’ total pressure as well!. Notable in
these figures is the good agreement between the LDV and Pitot/
static probe measurements, particularly in the wake. All measure-
ments agree within the experimental uncertainty. In the center of
the passage, total pressure losses are small, and the region of
measured total pressure greater than 1 is within the uncertainty
band.

It should also be noted that there is generally good agreement
between the calculated profiles and the experimental data. The
calculated Mach number and total pressure agree quite well in the
blade passage and the locations of the wakes are accurately pre-
dicted. The shortcoming of the calculated profiles is in the wake
region, where the minimum Mach number and total pressure is
overestimated—perhaps due to the difficulty of applying the
Baldwin-Lomax model in a free shear layer.

À10 Degree Incidence. Figure 7 shows the flow through the
cascade at210 deg incidence. At this incidence, the shock com-
ing off the suction side of the leading edge is much stronger than
in the design case. The shock structure revealed in the shadow-
graph clearly indicates a strong shock/boundary-layer interaction
where this shock impinges on the pressure surface, approximately
17% chord. In the photograph, compression waves can be seen to
originate from the pressure surface just upstream of the impinging
shock as the flow is deflected by the separation zone. These com-
pression waves then coalesce to form a ‘‘separation shock.’’ Just
downstream of the shock impingement point, the shadowgraph
shows another shock emanating from the pressure surface. This
shock exists due to the flow reattaching after turning around a
separation bubble. This is in agreement with Andrew’s,@14#, sur-
face oil flow visualizations. Further evidence of flow reattachment
is visible on the pressure surface at approximately 73% chord,
where a wave approaching the pressure surface can be seen to
impinge. If the flow at this point had been separated, the flow near
the blade would have been subsonic. All waves impinging on the
suction surface can be seen to reflect weakly, without causing
large separations of the suction surface boundary layer. The sur-
face oil flow visualization of Andrew@14# indicate that there are,

however, small separations on the suction surface at 43%, 55%
and 74% chord due to shock impingement. Again, the fishtail
shocks are clearly visible downstream of the blades, but the wake
is only faintly visible.

Figure 8 shows a contour plot of the calculated static pressure
at 210 deg incidence. Comparison of this plot of the calculated
flowfield with the shadowgraph in Fig. 7 shows lesser agreement
than for the design case. The source of the poorer performance of
the calculation is the strong shock/boundary-layer interaction. The
CFD calculation shows a separation bubble at the shock impinge-
ment point, but the measured upstream influence of the separation
zone, as revealed by the blade surface pressure, and the down-
stream reattachment point of the boundary layer, as revealed in the
shadowgraph, are not correctly predicted. Further, the imprecise
modeling of the separation zone on the pressure side of the blade
has a marked influence on the downstream conditions. As can be
seen in Fig. 9—a plot of the measured and calculated downstream
Mach number profiles at210 deg incidence, the Pitot/static mea-
surements show the wake to be thicker on the pressure side than
on the suction side. This behavior is not predicted by the code,
which shows the wake to be roughly symmetric. Thus, the code
not only fails to describe the extent of the separation region, it
also fails to describe the separation region’s influence on the rest
of the flowfield. The narrow wake region in the calculated profile
suggests that the code does not correctly predict the magnitude of
losses generated by the boundary-layer separation.

Integrated Loss Coefficients. The measurements presented
above show a great deal about the detailed structure of the cascade

Fig. 6 Downstream total pressure, IÄ0°, x ÕcÄ0.37, measured
and calculated. „Note the presence of fishtail shock at
y ÕsÄ0.75.…

Fig. 7 Cascade shadowgraph, À10° incidence, b1Ä27°

Fig. 8 Contour plot of static pressure at À10° incidence,
calculated
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flowfield, but, in the form presented, say little about the perfor-
mance of the cascade. In order to obtain a global assessment of
the cascade performance, the detailed measurements of the down-
stream flowfield described above must be integrated. This is done
in two ways. In the first of these, the average downstream total
pressure,p̄t2 , is found by integrating the mass flux weighted
value ofpt2 along a line parallel to the cascade across one blade
passage. That is

p̄t25

E
o

s

~ru!2pt2dy

E
o

s

~ru!2dy

(1)

and then the mass-averaged loss coefficient,Ã2 , is calculated
from

Ã25
12 p̄t2 /pt1

12p1 /pt1
. (2)

The second way of calculating an average downstream value is to
postulate a station far downstream of the cascade, Station 3, at
which all quantities are mixed out and uniform across the blade
passage. The mixed-out loss coefficient will always be larger than
the mass-averaged loss coefficient since the mixing out process
generates entropy.

The loss coefficients calculated from the Pitot/static probe data
and the CFD calculations are plotted in Fig. 10. In analyzing these
results, it must be understood that the high Mach numbers in the
cascade make an accurate total pressure measurement difficult.
Keeping this in mind, some trends in the loss plots can be seen.

There is generally good agreement between the calculated and
measured loss coefficients, with the exception of15 deg
incidence—where the calculated losses seem to be low. This dis-
crepancy is presumably from the difficulty in modeling the strong
shock/boundary-layer interaction at this incidence. The compari-
son of the measured and calculated integrated loss profiles is per-
haps more favorable than the comparison of the measured and
calculated downstream profiles, since the integration process tends
to hide the discrepancies which exist between the two profiles.

The loss bucket for the STF cascade is shown in Fig. 10. The
measurements suggest that the minimum loss angle is somewhere
between design incidence andi525 deg, and the minimum loss
coefficient is 0.11 mass averaged or 0.16 mixed-out. In general,

the mixed-out loss coefficients are 30% higher than the mass-
averaged loss coefficients. The losses rise sharply at positive in-
cidence, but only slightly at negative incidence.

The analysis of the downstream profiles can also be used not
only to determine the average losses for the blades, but to deter-
mine the source of the losses as well. Schreiber@15# reasoned that
for supersonic blading, viscous losses are generated only in the
boundary layers, and appear downstream only in the wake region.
Shocks, however, extend all the way across the blade passage, and
so the shock losses account for all the losses in the core flow, and
some of the losses in the wake. By assuming that at the edge of
the wake all losses are due to shocks, and that the shock losses
vary linearly across the wake, the viscous and shock losses can be
approximated. This is illustrated in Fig. 11. In Table 2, the losses
are split in this fashion. The losses listed in Table 2, however, are

Fig. 9 Mach Number Profiles, IÄ0°, x ÕcÄ0.37, measured and
calculated

Fig. 10 Integrated loss coefficients, measured and calculated

Fig. 11 Approximation of viscous and shock losses
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referred to as passage losses,Ãpg , and wake losses,Ãw , rather
than shock and viscous losses, since this method for determining
the source of the cascade losses was developed for use in
subsonic-axial, supersonic-relative blading, and not for supersonic
through-flow blading.~Note that the flow reacts in a uniform way
to obstructions it encounters. The notion of shock and viscous
losses was beneficial only to allow easier estimation of the blade
losses with lower-order models.! The analysis in the next section
will show that adjustments to this method are required in order to
properly differentiate the shock and viscous losses in a supersonic
through-flow cascade. If one were to use this method without
modifications, one would come to mistaken conclusions about the
sources of the losses in supersonic through-flow blading.

Shock Loss Model
The losses arising from shocks at the leading edge of the com-

pressor blades were modeled with an empirical shock loss model
to examine the effects of the shock losses in isolation from vis-
cous effects. The basis for the modeling of the leading edge
shocks is the detached shock wave model of Moeckel@16#. This
model is designed to predict the location and form of shocks
standing off of an isolated body in a supersonic flow. The STF
blades are, of course, not isolated bodies, but the model is easily
extended to model the leading edge shocks from these blades.

Moeckel @16# used as the starting point for his model the as-
sumption that the shape of any shock wave standing off a planar
body would be a hyperbola. He further made the assumption that
the upper and lower asymptotes of the hyperbola would be left
and right running Mach waves. In this way, the shock strength
would go to zero far from the body. The sonic point on the shock,
that is the point on the shock behind which the flow is at Mach 1,
is known if the incoming Mach number and the form of the shock
wave is known. Moeckel@16# assumed that the sonic line, that is
the locus of points in the flow at which the flow is sonic, is a
straight line as shown in Fig. 12. Moeckel@16# then used these

assumptions on the shock wave and sonic line shapes to solve for
the location of the shock sonic point, S, and thus the form and
location of the detached shock wave, by solving the conservation
of mass in the region bounded by the detached shock, the sonic
line, the body, and the stagnation streamline. With this analysis, he
was able to calculate the location of point S as a function of the
incoming Mach number,M , and the height of the body at the
sonic point,ysb .

To model the leading edge shocks of the STF cascade, Moeck-
el’s, @16#, model was applied with the following modifications.
The stagnation streamline was assumed to intersect the blade at
the furthest point forward on the leading edge. If a blade surface
was at a positive incidence,d, to the flow, the solution found using
Moeckel’s, @16#, method was patched to an oblique shock with
turningd at the point on Moeckel’s,@16#, shock profile where the
flow would be turned byd. The shock wave off the suction surface
and the shock wave off the pressure surface were then computed
independently. With the shape of the waves known, the total pres-
sure loss across each shock could be found. To obtain the total
pressure ratio across both shocks, the total pressure ratios across
each shock were multiplied. The interaction between the two
shocks and the reflections of the shocks were considered of sec-
ondary importance, and so ignored.

The pitchwise distribution of shock losses calculated with this
model at design incidence are plotted in Fig. 13. As a reference,
the distribution of loss from all sources, as calculated using
ANSERS just past the trailing edge, are also plotted in Fig. 13.
~Note that the local minimum in the calculated profile in the wake
is due to the low mass flux just behind the blade.! The interesting
thing to note from these profiles is that the shock loss model has
generated loss profiles with wakes. The peaks in the total loss
profiles calculated from the shock model are, of course, not wakes

Table 2 Measured passage and wake losses

i

Measured Calculated

Ã2 Ã3 Ãw Ãpg Ã2 Ã3 Ãw Ãpg

210deg 0.139 0.182 0.077 0.062 0.151 0.196 0.058 0.093
25deg 0.112 0.159 0.072 0.040 0.108 0.161 0.070 0.038

0deg 0.114 0.170 0.076 0.038 0.110 0.165 0.072 0.038
5deg 0.216 0.260 0.064 0.152 0.170 0.230 0.076 0.094

Fig. 12 Graphical representation of Moeckel’s shock model Fig. 13 Mass flux weighted loss profiles at design incidence
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in the conventional sense, since the model is an inviscid one.
What these results show is that the leading edge shocks generate
an ‘‘inviscid wake’’ due to the fact that the shock waves are
strongly curved near the leading edge. The shocks are strongest
just in front of the leading edge, where they are normal to the
flow. Due to the high freestream Mach number, these losses dif-
fuse very little from the near blade region as the flow moves
downstream. The maximum shock losses then appear in the same
region downstream of the blades as the viscous losses and are
impossible to distinguish.

The losses from the leading edge shocks can be determined
from the inviscid profiles in Fig. 13 by first integrating the quan-
tity pt2(ru)2 across the blade passage to obtain the mass-averaged
total pressure, and then using Eq.~2! to find the mass-averaged
loss coefficient. The loss coefficient for sharp blades~with no
standoff shocks! can be similarly determined, using the value of
pt2 /pt1 at the center of the passage to calculate the mass-averaged
loss coefficient. The loss contribution from the leading edge blunt-
ness,Ãb , is then determined by subtracting losses for sharp
blades from the losses generated by the blunt blades. The losses
calculated using this method are listed in Table 3, with the total
calculated losses also listed for comparison. The losses from the
leading edge bluntness vary little with incidence angle and range
from 0.032 to 0.036. As can be seen in Table 3, this is a significant
fraction of the total losses. The bluntness losses range from 21%
to 33% of the total losses; this from a leading edge radius of only
0.18 mm. Perhaps just as important as the magnitude of the lead-
ing edge bluntness loss is the fact that the loss shows up in the
wake region—a region normally associated with viscous losses.
About 50% of the losses in the wake, losses that appeared to be
viscous losses, are actually shock losses. The source of these
losses was not apparent in either the experimental or CFD data.

It is evident that the loss accounting methods used for lower
speed supersonic cascades—described in the last section—are not
valid in the supersonic through-flow fan cascade. Using those
methods, it is calculated that the shock losses are 40% to 50% of
the total losses. If the accounting is adjusted to reflect the substan-
tial inviscid loss in the wake region, the loss distribution changes
considerably.

As shown in Table 4 and Fig. 14, it is now apparent that shock
losses are the major source of losses in the STF cascade. Shock
losses account for 70% to 80% of the total losses in the cascade.
The modeling of the leading edge shocks has shown that the lead-
ing edge radius has a major effect on the losses in the STF, and
that ignoring the leading edge bluntness will cause any under-
standing of the loss generation mechanisms to be grossly in error.

When compared to conventional supersonic blading, the mag-
nitude of the shock losses in the STF is, at first, surprising. In

subsonic axial supersonic cascades, anormal shock exists in the
blade passage, and the shock losses range between 20% and 40%
of the total. In the STF cascade, all shocks areoblique, and yet the
shock losses are about 70% to 80% of the total. This seemingly
contradictory result is the consequence of three effects. The first
two relate to the behavior of shocks in the STF and the last one
relates to the behavior of the boundary layer. First, at the high
Mach numbers in the STF blade passages, significant losses can
be generated even by oblique shocks. Thus, the expectation that
the normal shock in conventional supersonic blading will generate
higher losses than the oblique shock in these blades is not valid.
Second, at the Mach numbers in the STF, small departures from a
sharp leading edge can cause large shock losses. The losses due to
the leading edge bluntness in subsonic axial blading are small by
comparison. Finally, with the generally favorable pressure gradi-
ent in the blade passage, viscous losses are kept under control.
When weak shocks intersect the boundary layer, the boundary
layer does not separate. When stronger shocks do cause separa-
tion, the boundary layer quickly reattaches. In subsonic axial blad-
ing, the pressure gradient is adverse, and the boundary layer fully
separates in the vicinity of the passage shock. Thus, the compari-
son of STF blading to low Mach number supersonic blading can
be misleading.

Discussion
Comparisons of the measured cascade data to numerical predic-

tions made with a two-dimensional, finite-volume CFD code show
that the flow is predicted well at the design condition, but that
off-design predictions are less satisfying. The downfall of the nu-
merical predictions of the STF cascade flow is the inability to
adequately model the flow in regions of strong shock/boundary-
layer interaction. At the design condition, shocks within the blade
passage are relatively weak, and large regions of separated flow
do not occur. When the blades are at large angles of attack, the
shocks generated at the leading edge of the blades are much stron-
ger, and separation bubbles occur where these shocks impinge
upon the boundary layer. The code does predict the presence of
separated regions, but comparison of the computed flow to the
cascade data shows that neither the extent of the upstream influ-
ence nor the location of the downstream reattachment point of the
separated regions are correctly calculated. The errors in the mod-
eling of the strong shock/boundary-layer interaction cause dis-
crepancies with the cascade data not just in the immediate vicinity
of the separation bubble, but also far downstream in the wake.

Table 4 Loss sources in the STF cascade

i

Measured Calculated

Ã2 Ãv Ãs Ã2 Ãv Ãs

210deg 0.139 0.045 0.094 0.151 0.026 0.125
25deg 0.112 0.036 0.076 0.108 0.034 0.074

0deg 0.114 0.040 0.074 0.110 0.036 0.074
5deg 0.216 0.029 0.187 0.170 0.041 0.129

Table 3 Losses from leading edge bluntness and calculated
total losses

i Ãb Ã2

210deg 0.032 0.151
25deg 0.036 0.108

0deg 0.036 0.110
15deg 0.035 0.170

Fig. 14 Loss generation in the STF cascade, from Pitot Õstatic
data
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The heart of the problem in calculating the strong shock/
boundary-layer interactions at off design lies in the modeling of
the turbulence in separated flows. The modeling of the turbulence
in high speed separated flows is difficult, and is the subject of
much ongoing research.

This discussion of the shortfalls of modeling the flow in a STF
with computational fluid dynamics should not be interpreted as
indicating that the codes are not useful tools. On the contrary, this
code actually does a very good job of predicting the flow at design
and25 deg incidence, and the210 deg and15 deg calculations
are not badly inaccurate. The losses predicted by the code gener-
ally agree well with the measured losses. The above discussion is
merely intended to point out the limitations of these numerical
tools when used to predict the flow through supersonic through-
flow blading so that the analyst can better interpret the results. In
this context, it is just as important to understand what the numeri-
cal model cannot do as to understand what it can.

Conclusions
The supersonic through-flow fan is a new and unproven tech-

nology. In an attempt to gain an understanding of the operation of
this new type of compressor, a study has been conducted to thor-
oughly document the mean flow in a cascade of baseline STF
blades. Through a combination of flow visualization techniques,
pressure probe measurements, and two-dimensional LDV mea-
surements, a detailed picture of the flow physics and the loss
mechanisms in a STF has emerged.

Comparisons of the measured cascade data to numerical predic-
tions made with a two-dimensional, finite volume CFD code show
that the flow is predicted well at the design condition, but that at
off design, some discrepancies exist between the measured and
calculated flow. The numerical solutions of the STF cascade flow
deviate from the measured flow due to the inability to adequately
model the flow in regions of strong shock/boundary-layer interac-
tion. The discrepancies, however, are not large enough to greatly
affect the integrated loss coefficients for the cascade.

A simple model was developed to predict the losses from the
lead edge shocks based on the detached shock model of Moeckel
@16#. When the results of this model were combined with the
experimental and computational data, it became clear that shock
losses were the major source of losses in the STF cascade. The
model shows that a small but finite leading edge radius can gen-
erate substantial losses in supersonic through-flow blading. In this
cascade, the blades have a leading edge radius of only 0.18 mm
and this leading edge bluntness accounts for up to 34% of the total
losses. Because these losses are generated very close to the blade
surface, they appear downstream in the wake region. In both the
experimental and CFD data, the source of these losses is not ap-
parent. Downstream of the blades, the leading edge bluntness
losses are hidden by the viscous losses.

Using the loss accounting techniques developed for lower speed
supersonic blading, nearly all the losses in the wake region are
attributed to viscous effects. Using those methods, one would
come to the conclusion that shocks account for 35% to 55% of the
total losses, depending on the incidence angle. The model devel-
oped here for the leading edge shock losses demonstrates that
about 50% of the wake losses are actually due to inviscid effects.
Using this information, it then becomes apparent that the shocks
account for 70% to 80% of the total losses. The loss accounting
techniques for subsonic axial, supersonic blading are clearly not
applicable to supersonic through-flow blading.

The magnitude of the shock losses found in this cascade has
important implications for the designers of future supersonic
through-flow blading. It is clear that control of the shocks in a
STF has to be a top priority. The shape of the leading edge is
particularly important in this respect. A sharp, thin leading edge
will be needed to keep the shock losses to a minimum.

It should be remembered that, although the losses in this cas-
cade are relatively high, these blade sections are from aproof-of-

conceptsupersonic through-flow fan. These blades were not de-
signed with high performance as a goal, but rather were designed
somewhat conservatively. The primary objectives were to design a
moderate performance fan that would demonstrate the possibili-
ties of supersonic through-flow blading, and would lead to a better
understanding of the flow physics of supersonic through-flow
fans. The cascade studies of these blades have shown that through
better control of the shock losses, substantial improvements in the
fan performance should be possible. These cascade studies have
also shown that computational fluid dynamic codes are capable of
accurately modeling the flow through well behaved blades. Thus,
the direction is clear and the tools are available to proceed with
higher performance supersonic through-flow fan designs.
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Nomenclature

c 5 chord
i 5 incidence angle relative to design

M 5 Mach number
p 5 pressure
s 5 blade spacing
u 5 velocity component in thex-direction
V 5 total velocity
x 5 distance in the axial direction
y 5 distance in the direction of the cascade line
z 5 distance in the spanwise direction
r 5 density
s 5 solidity, c/s
v 5 loss coefficient
d 5 shock turning angle

Subscripts

1 5 upstream of the cascade
2 5 downstream of the cascade
3 5 far downstream of the cascade~mixed out!
b 5 bluntness

pg 5 passage
s 5 shock
t 5 total
v 5 viscous
w 5 wake
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Unsteady Gust Response of Road
Vehicles
A theoretical model based on an indicial method is proposed to simulate the unsteady
response of a series of road vehicles, including high-speed trains, sports utility vehicles,
sports cars, caravans, and pick-up trucks. The response is described in the frequency
domain by the aerodynamic admittance for both side force and yawing moment. The
properties of the admittance function are discussed for basic two-dimensional geometries,
and the existence of critical damping is shown for a number of cases. The vehicles are
undergoing aerodynamic forcing in the form of a gust. Systems with one degree-of-
freedom were considered. The results show that the main parameters affecting the vehi-
cle’s aerodynamic response are the mean vehicle length compared to the wave length of
the gust, and the inclination of the nose.@DOI: 10.1115/1.1603304#

1 Introduction
The aerodynamics of road vehicles is generally unsteady be-

cause of the proximity of other vehicles, wind shear, and natural
gusts, e.g., cross wind effects, particularly around exposed areas.
Simulations of transients and gust conditions are difficult to per-
form, and reliable experimental data are scarce.

Unsteadiness in the form of lateral gusts is known to affect the
handling of some vehicles. Cross winds on high-speed trains have
become increasingly important, because the speeds have in-
creased, just as the inertial masses have decreased. Strong gusts
decrease the loading of the wheels on the windward side, which
compromises the train’s stability at high speeds. A train that en-
counters a gust at the exit of a tunnel is another critical scenario
~Schetz@1#!.

Performing laboratory experiments to simulate impulsive side
winds requires placing the vehicle in a wind tunnel with a system
capable of producing aerodynamic forcing of known characteris-
tics in the transverse direction~frequency, wave length, shape,
spectra!. A discussion of methods for carrying out these experi-
ments, and their limitations, was published by Bearman and
Mullarkey @2#.

Problems characterized by reduced frequencies~as defined
later! k.0.2 must be considered highly unsteady. The study of the
unsteady flow occurring at relatively large frequencies can be pur-
sued through the use of the indicial functions. This approach was
devised to describe the system’s response in the time domain by
using an appropriate sequence of step changes in the aerodynamic
forcing, and by deriving the corresponding transfer functions.
Some of these methods are now quite well established, and appli-
cations range from airfoil theory to the fixed and rotary wing
~Leishman@3#!. Their usefulness is particularly exciting when the
indicial functions can be expressed in analytical form. In fact,
using the Duhamel superposition, solutions can be obtained by
straightforward methods, either directly or by numerical integra-
tion. More complex forcing functions can be studied using Fourier
transforms.

The study of these flows is best performed in the frequency
domain, because the power spectra density~PSD! are easily found
from the admittance values.

The first mathematical formulations of indicial methods go
back to the 1930s: Theodorsen@4# derived expressions for the
aerodynamic forces on an oscillating airfoil or airfoil-flap combi-
nation with three independent degrees-of-freedom; Wagner@5# de-
rived indicial functions for the time-dependent lift of an airfoil

subject to impulsive change in the angle of attack. Ku¨ssner@6#
modeled the response of an airfoil to a sharp-edged fixed gust.
From these basic formulations, extensions were made possible by
a number of authors. One case that is necessary to mention is the
theory of Drischler and Diederich@7# which is the starting point of
the theoretical formulation of the present study. Drischler and
Diederich proved that the speed of the travelling sharp-edged gust
has a strong effect on the lift and moment response. The system
undergoing lateral gusts is obviously forced to accelerate in that
direction, at a rate depending on the inertial masses involved
~some of these cases were calculated by Drischler and Diederich
for a number of wings!. This lateral acceleration was not part of
the present study.

The paper focusses on two aspects:~1! on the formulation of
suitable transfer functions for the lift/side force and pitching/
yawing moment in the frequency domain and~2! on the applica-
tion of the theory to road vehicles of arbitrary configuration~in
the $x,z%-plane! undergoing gusts of any frequency. No yawed
conditions will be considered~for reasons explained in the theo-
retical derivation!. Two quantities are of interest: the maximum
side force and yawing moment response, and the time lag of the
response with respect to the forcing function.

The model presented in this paper was published in a detailed
form in an earlier study, Filippone-Siquier@8#. Here only the gov-
erning equations are given, along with the reference systems and
the basic definitions of the main quantities.

2 Theoretical Model
The admittanceH is the ratio between aerodynamic loads~side

force and yawing moment! in unsteady state and the loads created
by a forcing of the same amplitude and infinitely large wave
length~e.g., quasi-steady loads!. The relationship between the ad-
mittance and the power spectra density,

PSD~k!;2H2~k!, (1)

is relatively simple, since it does not require the Fourier transform
of the system’s response in the time domain. A suitable form of
the transfer functionH(k) is the subject of this theory.

The flow model is a two-dimensional incompressible potential
flow subject to sufficiently small perturbations. The direction of
the normal to the plane flow is affected by no separation in the
case of lifting surfaces. For the vehicles that were considered for
this study, there is a bluff body separation problem. There is a
strong limitation only for cases of large yaw angles, as shown
later.

Consider the reference system of Fig. 1 in the plane$x,z% of the
flow, and a downstream travelling gust normal to this plane char-
acterized by agust speed parameter
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l5
V

V1Vg
5

1

11Vg /V
. (2)

In Eq. ~2! V is the speed of the system andVg is the speed of the
gust. The gust speed parameter is singular atVg /V521. If the
gust is convected by the free stream, thenVg50, and the gust is
said to be ‘‘stationary.’’

In this reference system the aerodynamic admittance of an ar-
bitrary two-dimensional body is found from

H~k!5
1

h EDz

r ~z!Hl@r ~z!k#e2 iw~z!kdz (3)

where

Hl5e2 ilkH @J0~lk!2 iJ1~lk!#C~k!1
1

l
iJ1~lk!J (4)

is the admittance for the infinite swept lifting surface~e.g., a body
of constant length and infinite width!. The factorC(k) in Eq. ~4!
is the Theodorsen function,@4#,

C~k!5F~k!1 iG~k! (5)

with

F~k!5
J1~J11Y1!1Y1~Y12J0!

~J11Y0!21~Y12J0!2

G~k!5
Y1Y01J1J0

~J11Y0!21~Y12J0!2
. (6)

The quantitiesJ0 , J1 , Y0 , Y1 are Bessel functions of the first and
second kind in the argumentk. The expression of these functions
is found in many handbooks of mathematics~for example, Press
et al. @9#!. The Theodorsen function can be plotted in several
ways; a particularly useful one is the plot of the phase lagG(k) of
the airfoil lift against the reduced frequency~Leishman@10#!.

Equation~4! is the basic transfer function for the infinite lifting
surface. Equation~3! is an integral form ofHl(k) obtained from
the concept of ‘‘strip theory’’ applied to a finite body;Hl(k) must
be calculated only once, and can be used for an arbitrary body.
The strip theory is based on the assumption~now widely ac-
cepted! that the downwash velocity at one spanwise location does
not affect the downwash at a nearby position. Note thatHl(k) is
a complex function, fully defined by the magnitude of the re-
sponse and its time lag with respect to the forcing, just as the
Theodorsen’s function.

The frequencyv of the forcing function~in a oscillatory flow!
is related to the reduced frequency by

vt5Fvb~z!

V Gs1Fv f ~z!

V G5
b~z!

b̄
ks1

f ~z!

b̄
k (7)

wheres is the reduced time,s5Vt/b; b(z) is the local length of
the body;f (z) is the local position of the leading edge line, Fig. 1.
Two functions, appearing in Eq.~3! and Eq.~7!, are

r ~z!5
b~z!

b̄
(8)

w~z!5
f ~z!

b̄
. (9)

These definitions can be replaced in Eq.~7!. For the reduced fre-
quency one uses the average body length,b̄, or the streamwise
reference length,L ref .

Equation~3! shows thatat a given frequency the admittance
(e.g., the side force and side force coefficient) is inversely propor-
tional to the profile width (or height).

Some general properties of the admittance function are easily
found. From Eq.~4! one finds that the limit

lim
k→0

Hl~k!51 (10)

for all the values of the gust speed ratiol. This result is coherent
with the definition of admittance as a limit of quasi-steady forcing
response.

For l51, loguHu has an asymptote in2(1/2)logk for k tending
to infinity. For lÞ1, loguHku is an oscillating function bounded by
two asymptotes whose slope is61/2. Forl,1, Hl has a maxi-
mum at the frequencyk;1/l. Its magnitude and bandwidth vary
approximately with 1/l. For l,1 there is no maximum.

2.1 Reduced Frequency. Some definitions are needed to
establish the relationship between the reduced frequencyk and the
frequencyf ~in Hz!, and the relationship between a characteristic
length and the wave length of the aerodynamic forcing.

The gust wave lengthlg is related to its frequencyf and the
absolute propagation speed by

lg5
V1Vg

f
5l

V

f
. (11)

If L ref is the reference length of the vehicle, then

L ref

lg
5

L ref

V1Vg
f 5

L ref

V1Vg

v

2p
5

k

2p
. (12)

Therefore the ratio between gust wave length and vehicle’s refer-
ence length is inversely proportional to the reduced frequency; the
reduced frequency is proportional to the number of gust wave
lengths contained in the reference length:

lg

L ref
5

2p

k
, k5

L ref

lg
(13)

For an airfoil, the characteristic length is the chord. In this case
there are at least three ways to define the reduced frequency: one
is to use the mean body length, one is to use the maximum length,
and finally the body height,d. As to the reference speed, it seems
appropriate to use the absolute velocityV1Vg , althoughV alone
could be used. The use ofL ref5bmax does not account for the
actual shape of the vehicle, and in this case one could choose the
height d instead. When comparing with reference data, the re-
duced frequency must be defined coherently. Similar incongru-
ence is sometimes found in the definition of the admittance func-
tion ~some examples are given below!.

2.2 Admittance for the Moment. The admittance for the
yawing moment around the axisa of a two-dimensional body of
lengthL ref52b and infinite width is found from

Hl
M~k!5S a1

1

2D @J0~lk!2 iJ1~lk!#C~k!2
i

2l
~l12a!J1~lk!

2
12l

2l
J2~lk! (14)

Fig. 1 Reference system
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whereJ2 is an integer Bessel function of order 2. Equation~14!
can be simplified in at least two cases: Ifa521/2, then

Hl
M~k!5

l21

2l
@J2~lk!2 iJ1~lk!#. (15)

If l51, then

Hl51
M ~k!5S a1

1

2DHl51~k!, (16)

e.g., the admittance for the yawing moment is proportional to the
admittance for the side force, and the two functions are in phase at
all frequencies. Normalization of Eq.~16! is done witha11/2, so
as to have a unit response in the limit of quasi-steady flow. This,
again, is coherent with the assumption that a very long wave
length gust does not affect the steady-state loads.

2.3 Effect of Vehicle Length. The effect of the vehicle
length on the aerodynamic admittance can be found in closed
form if one considers a rectangle of heightd and lengthL
5ARd, whereAR is the aspect ratio~a factor greater than zero!.
From Eq.~3! r (z)51, f (z)5constant,w(z)5constant. Therefore

H~k!5
1

h
e2 iwkE

Dz

Hl~rk !dz5
r

h
Hl~k! (17)

that can be further simplified by taking appropriate coordinate
systems. The functionHl given by Eq.~4! is not dependent on the
geometrical parameterr, thereforefor given height the admittance
of a rectangle is independent of the aspect ratio d/L.

The leading edge line is invariant to yawing or stretching,
therefore it is not possible to simulate yawed conditions. The same
conclusion can be reached by looking at the transfer function:
This is not dependent on the length of the vehicle. Therefore, the
transfer function is invariant to the yaw. This is clearly a draw-
back, though an obvious one: yawed flaws of bluff bodies feature
large areas of flow separation and unsteadiness.

2.4 Critical Damping. The critical damping is the opposite
of the resonant~or proper! frequency, at which the system’s re-
sponse would be infinite. In a critical damping situation the un-
steady forcing creates virtually no loads. The existence of critical
damping in this theory arises from the presence of the Bessel
functions. The way these operate depends on the integral of Eq.
~3!.

The admittance for a generic rectangular shape is shown in Fig.
2 for different gust speed ratios. Critical damping occurs at a
number of frequencies~generally higher than most practical ap-
plications! for positive values of the gust speed ratio,l.0. For
l50, the unsteady forces may be amplified at some frequencies.
Figure 3 shows the magnitude and the phase lag ofHM(k) for the
same body. A more interesting analysis would be the phase dia-
gram Real@Hl(k)#, Imag@Hl(k)# ~not shown here for brevity!.

Similar critical damping can be found from other simple geom-
etries, such as a triangular shape or a parallelogram of arbitrary
inclination. A parallelogram is defined by the geometric parameter
p5b/L tana, wherea is the angle with the vertical.

In this caseb(z)5L/2, r (z)51, f (z)5z tana. Sinceb(z) is a
constant, a closed-form expression for the admittance is found:

H~k!5Hl~k!e2 ipkl
sin~pkl!

pkl
. (18)

Critical damping is found atkc5np/pl, with n51,2,3. . . .
The inclinationa of the system is the main geometrical parameter
with respect to the aerodynamic response to transverse gusts. The
larger the parametera, the lower the frequency from where the
unsteady response is weak.

For a circle of radiusR centered in$R,0% the relevant quantities
in Eq. ~3! are

b̄5
pR

2
, f ~z!5R~12cosb!, w~z!5

2~12cosb!

p
,

r ~z!5
4 cosubu

p

with b5sin21(y/R). These parameters introduced in the admit-
tance equations~Eq. ~3! and Eq. ~4!! yield an expression that
cannot be solved in closed form, because it involves trigonometric
functions in implicit form.

The numerical results, Fig. 4, show that the circle has a number
of frequencies with critical damping, the smallest one beingkc
;5.13 atl51. Different critical damping frequencies are found
for different gust speed ratios: withl50.5 the smallest critical
frequency iskc;10.38; no critical frequencies are found with a
stationary gust.

Fig. 2 Computed aerodynamic admittance „side force … for a
rectangular body for different gust speed ratios „as indicated …

Fig. 3 Magnitude and phase lag of the yawing moment admit-
tance for a rectangular body, lÄ1, aÄ1Õ4
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3 Simulation Method
The basic step for the simulation of generic shape from the

governing equations of the present theory to the actual integration,
requires the knowledge of the body lengthb(z) at a given height
and the functionw, as defined by Eq.~9!.

The areaA of the arbitrary body is found by a Montecarlo
method, which is also straightforward with complex geometries.
The body’s mean length isb̄5A/h. The body is divided numeri-
cally into a numbern of horizontal strips. The strip length isbi
5Ai /dzi . The function f (z) is found from the position of the
leading edge. An example of integration for the SUV is shown in
Fig. 5. Figure 6 shows the admittance for the side force at five
gust speed ratios. The result is that the aerodynamic forcing drops
at frequencies decreasing with the increasing gust speed ratio.

3.1 Calculation of Side Force and Yawing Moment. In
Ref. @8# Filippone and Siquier proved that the mean square side
forceCS

2 is related to the mean square gust angleAā25(w/V)2 at
a reference frequencyko by

CS
25F4p2pgE

0

` uH~k!u2f ~k,k0!

f~0!
dkG S w

VD 2 (19)

where uH(k)u is the magnitude of the complex numberH(k);
pg5L ref/2b̄ is the gust parameter;f (k,ko) is the function defined
by

f ~k,k0!5$sinc2@pg~k02k!#1sinc2@pg~k01k!#

2cos~2pgk0!sinc@pg~k01k!#sinc@pg~k02k!#%.

(20)

In the latter equation sinc~x)5sin(x)/x denotes the sine circular
function; f (k,ko) assumes maximum value atk5ko , and its os-
cillations are damped on either side of this frequency, at a rate
depending on the gust parameterpg . Finally,

f~t!5
1

2T
~T2t!cos~v0t!2

1

2T S sin~v0~2T2t!!2sin~v0t!

2v0
D

(21)

is the gust auto-correlation function evaluated att50. In Eq.~21!
T is the time needed by the gust to travel the reference length with
the speedV, e.g.,T5L ref /V; vo is the frequency associated to
ko .

The integral term in Eq.~19! depends on the admittance over
the whole spectrum of frequencies and on the reference frequency

ko . HenceACS
2̄ varies linearly with the root mean square gust

angleAā2. This linear dependence is also valid for the yawing
moment coefficient,CY . This coefficient is calledc1 for the side
force andc2 for the yawing moment.

Integration of Eq.~19! is carried out as follows:

I 5E
0

` uH~k!u2f ~k,k0!

f~0!
dk;

1

f~0! (i 51

n

uH~ki !u2f ~ki ,ko!Dki

(22)

with

Fig. 4 Admittance for a circle, lÄ1, critical frequency kÄ5.13

Fig. 5 Side view of SUV and computational model without
wheels

Fig. 6 Computed aerodynamic admittance for the model of
Fig. 5 for different gust speed ratios „as indicated …
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f~0!;
1

2
2

1

2

sin~2voT!

2v0T
(23)

that is a simplification of Eq.~21!, and is easily calculated using
the sine circular function. In practice, the integral of Eq.~22!
converges rapidly.

3.2 Comparison With Howell-Everitt’s Results. Howell
and Everitt @11# performed experiments on a 1:25 scale train
model mounted on a track in a wind tunnel. This model experi-
enced lateral squared gusts created by centrifugal blowers
mounted side by side. The model had two degrees-of-freedom~in
pitch and yaw!. Lift and side force admittance were measured.

Using the same two-dimensional shape from a side view, the
admittance function for the side force was computed and com-
pared to the wind tunnel data.

The admittance against the reduced frequency used by these
authorsk5nd/V5n/2g was plotted in Fig. 7;n is the gust fre-
quency ~cycles/second!, 2g is the gust wavelength, andd the
model width. Also the admittance of a rectangular body whose
length isb̄ is drawn in Fig. 7, to show that the vehicle nose has an
important role in the determination of its lateral response~a
double log scale was used, as in the reference data!. It was con-
cluded that the side force has a strong attenuation for a gust wave
length about twice the vehicle length~see Eq.~13!!.

The correlation between wind tunnel and predicted data is sat-
isfactory, although the reference data are not matched exactly.
However, the wind tunnel experiments were conducted on models
with two degrees-of-freedom, were affected by the ground prox-
imity ~that can be corrected empirically!, and were run at a Rey-
nolds number Re51.7•105 ~based on the vehicle’s width!, which
is probably around the critical range where the viscous cross-flow
effects become substantial.

3.3 Comparison With Bearman-Mullarkey’s Results.
Three of the shapes considered by Bearman and Mullarkey are
shown in Fig. 8. These are a family of simplified road vehicles
characterized by a back angle ‘‘BA’’ variable between 0 and 40°.

These authors published side force and yawing moment admit-
tance measurements for their BA40 vehicle at yaw anglesb up to
10° and reduced frequenciesk50.54 andk50.99 for root mean
square gust angle ofAā252.5°. The data for the side force show

little or no variation over the 0 to 5° yaw conditions at both
frequencies, while the admittance for the yawing moment is
slightly decreasing over the same range of yaw angles. The
present calculations atb50, as compared to the experimental data
are as follows:H50.89 atk50.54 ~wind tunnel: H50.87); H
50.66 atk50.99 ~wind tunnel:H50.67). The yawing moment
was largely underestimated at both frequencies. No explanation
could be found, except perhaps that the reference point for the
yawing moment~1/4 of the mean lengthb̄) was not the same as in
the experimental case.

The fact that values of the forces and yawing moments are
constant over a narrow range of yaw angles~25,b,15°! sug-
gests that the three-dimensional effects and the effects of bluff
body separation can be safely neglected under these conditions.

These authors also show the aerodynamic admittance of side
force and yawing moment for the geometry BA0 up to frequencies
k51.8 in zero mean yaw angle,b̄50. The wind tunnel values are
well below unity fork,1, suggesting that the normalization was
not done as it was assumed in the present theory~by definition, for
k→1 the loads tend to the quasi-steady case, and therefore the
admittance must have a unit value!. Unless we assume that there
is an inversion of the data at valuesk,0.2, the results of the
present theory must be scaled down to compare with the general
trend of the admittance~such an inversion would not be predicted
by the theory!. The results are shown in Fig. 9, as obtained for a
stationary gust,l50 ~because the gusts are convected down-
stream with the free stream velocity!. The dip atk;1 could not
be explained.~No log scale was used in this case, as in the refer-
ence data.!

The calculated coefficients in the mean square side forceCS
2

versus mean square gust angle~Eq. ~19!! and mean square yawing
moment vs mean square gust angle are summarized in Table 1.

Fig. 7 Comparison with Howell and Everitt’s data †11‡ in
double logarithmic scale

Fig. 8 Vehicles BA0, BA20, BA40 considered by Bearman and
Mullarkey †2‡

Fig. 9 Admittance for the side force of vehicle BA0, set at b̄
Ä0, with a stationary gust, lÄ0, compared with the experimen-
tal data of †2‡
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Using the coefficients in Table 1 for the vehicle BA20, the
predicted values ofCS and CY have been compared in Fig. 10
with the data of Bearman and Mullarkey.

4 Results for Road Vehicles
Different road vehicles were calculated. Figure 11 shows a

comparison of the functionH(k) for four different vehicles in the
range of reduced frequencies most likely to occur in practice. At a
frequency k51 it was found H;0.698 for the caravan,H
;0.643 for the sports utility vehicle,H;0.549 for the sports car,
andH;0.396 for the light pick-up truck. Therefore it appears that

at this frequency~as well as lower frequencies!, the caravan is the
road vehicle subject to the largest unsteady forcing; the light
pick-up truck is relatively unaffected by the same aerodynamic
forcing, and therefore more stable.

If one defines the cutoff frequency as the reduced frequency at
which the system’s response decays to a fraction of the quasi
steady response~for example, 0.5! then Table 2 shows that~1!

cutoff frequencies increase with increasing ratiob̄/L ref ~e.g., the
ratio of the mean length over the reference length! and ~2! for a
given gust whose wave length is twice the reference length~e.g.,
k5p, from Eq. ~12!! the system’s response increases with the
increasingb̄/L ref .

No experimental data are available to validate the results shown
in Fig. 11. One must rely on the comparison with Howell and
Everitt’s results for the high speed train, to conclude that the re-
sults are physically reasonable, and that the most important point
is the cutoff length of the vehicle for a given gust wavelength.

5 Conclusions
The theoretical model for the aerodynamic admittance of side

force and yawing moment has been developed from an extension
of the theory of Drischler and Diederich, based on the assumption
of two dimensional and small perturbation flow. The theory can be
applied to the study in the frequency domain of the unsteady
response of a three dimensional body at small yaw angles.

The analysis has shown that for simple two-dimensional shapes
there is a large number of frequencies yielding critical damping.
This is associated to the oscillatory behavior of the Bessel func-
tions in the transfer function.

The response to sinusoidal forcing of arbitrary frequency by
gusts in a wide range of speeds has been calculated for a number
of road vehicles. It is shown that the forcing generally decreases
with the increasing frequency, with a rate depending essentially on
the mean vehicle’s length. Similar results have been obtained for a
high-speed train, in the simplifying assumption of one degree-of-
freedom. Comparison with the experimental results available were
good, even with all the approximations of the case. The model can
be further extended as to include two degrees-of-freedom, arbi-
trary gusts, and load and stability effects on the vehicle.

However, reliable experimental data in the frequency domain
would be needed for a complete validation of the model.

Nomenclature

a 5 position of the rotation axis
b 5 half-length of the body
b̄ 5 mean value ofb(z) over Dz

c1 , c2 5 coefficients for the mean side force/mean yawing
moment

C(k) 5 Theodorsen’s function, Eq.~5!
CS 5 side force coefficient
CY 5 yawing moment coefficient

d 5 model width
Dz 5 profile’s extent inz-direction uDzu5h

f 5 gust frequency
F(k) 5 indicial lift force in Theodorsen’s function

f (k,ko) 5 function defined by Eq.~20!
G(k) 5 indicial phase lag in lift response~Theodorsen!

i 5 imaginary unit

Table 1 Calculated side force and yawing moment coefficients

BA0 BA20 BA40

c1 0.0392 0.0321 0.0308
c2 0.0067 0.0059 0.0053

Fig. 10 RMS of side force and yawing moment for Aā2 com-
pared with the experimental data †2‡

Fig. 11 Admittance for four different vehicles, for the gust
speed ratio lÄ1

Table 2 Calculated admittance values different road vehicles

Vehicle b̄/L ref
H(k5p) k(H50.5)

Caravan 0.844 0.466 1.321
SUV 0.758 0.356 1.213
Sports car 0.690 0.332 1.057
Light pickup 0.619 0.145 0.900

Journal of Fluids Engineering SEPTEMBER 2003, Vol. 125 Õ 811

Downloaded 03 Jun 2010 to 171.66.16.152. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Hl(k) 5 aerodynamic admittance of airfoil with sharp-edged
traveling gust

Hl
M(k) 5 yawing moment admittance of airfoil with sharp-

edged traveling gust
H(k) 5 aerodynamic admittance of a two-dimensional body
Jn(k) 5 Bessel function of ordern, first kind

k 5 reduced frequency, Eq.~7!
L ref 5 reference length

n 5 number of strips, or gust frequency
pg 5 gust parameterpg5L ref/2b̄

r (z) 5 defined by Eq.~8!
s 5 reduced time; dimensionless distance in average body

lengths
t 5 time

T 5 reference time in Eq.~21!
V 5 vehicle’s velocity

Vg 5 gust convecting velocity in the coordinate system of
the atmosphere

Greek Symbols

a 5 angle with the vertical direction of the vehicle’s nose;
gust angle

b 5 yaw angle
l 5 gust speed parameter, Eq.~2!

lg 5 gust wavelength
f(s) 5 gust autocorrelation function
w(z) 5 defined by Eq.~9!

v 5 pulsation in a harmonic movement

SubscriptsÕSuperscripts

( )g 5 gust
( )l 5 gust speed ratiol as a parameter
( )2 5 mean square value over full oscillation
( )c 5 critical value
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Integral Solution for the Mean
Flow Profiles of Turbulent Jets,
Plumes, and Wakes
Integral methods are used to derive similarity solutions for several quantities of interest
including the cross-stream velocity, Reynolds stress, the dominant turbulent kinetic energy
production term, and eddy diffusivities of momentum and heat for axisymmetric and
planar turbulent jets, plumes, and wakes. A universal constant is evaluated for axisym-
metric and planar plumes. The cross-stream velocity profiles show that jets and axisym-
metric plumes experience an outflow near the axis and an inflow far away from it. The
outflow is attributed to the decay of the centerline velocity with downstream distance, and
the extent and magnitude of outflow correlates with the streamwise decay of the centerline
velocity. It is also shown that the entrainment velocity should not in general be equated to
the product of the entrainment coefficient and the centerline velocity. It is found that, due
to similar governing equations, profiles for jets and plumes are qualitatively similar. Our
results show that the derived quantities are strong functions of streamwise and cross-
stream positions, in contrast to previous approaches that assumed constant (in the cross-
stream direction) eddy viscosity and thermal diffusivity. The turbulent Prandtl number is
approximately equal to unity which matches the value quoted in the literature.
@DOI: 10.1115/1.1603303#

Introduction
Jets, plumes, and wakes are examples of free shear flows. A jet

is produced when fluid exits a nozzle with some initial momen-
tum. On the other hand, plumes are driven purely by buoyancy
addition at the source. Jets and plumes spread laterally by engulf-
ing ~entraining! ambient fluid. The momentum contained within
the jet remains constant at any streamwise cross section, whereas
the momentum contained within the plume increases monotoni-
cally with the streamwise coordinate while maintaining a constant
buoyancy. The width of jets and plumes increases at the cost of
velocity. Wakes are produced behind an object placed in a
freestream, and manifest themselves in the form of a velocity
deficit profile.

Jets, plumes, and wakes exhibit self-similarity beyond a certain
downstream distance such that a characteristic length and velocity
can be used to scale all distances and velocities in the flow. Analy-
ses and measurements have traditionally focused on the self-
similar region because fewer independent variables are involved
making it is easier to interpret the results. For jets, plumes and
wakes, the time-averaged centerline velocity is generally chosen
as the characteristic velocity, the time-averaged centerline tem-
perature differential~with respect to the ambient! is used as the
characteristic temperature scale, whereas the cross-stream dis-
tances are scaled with the local width. Although more analysis is
available for planar cases, it is somewhat easier to setup experi-
mentally an axisymmetric jet, plume, or wake, compared to their
planar counterparts. Consequently, more experimental data is
available for the axisymmetric case,@1–5#.

In the self-similar region of the flows under consideration, the
traditional approach is to first perform an order of magnitude
analysis of the Navier-Stokes equations. A boundary layer ap-
proximation is usually applied, allowing a substantial reduction in
the number of terms. The resulting terms are then scaled using the
appropriate length, velocity, and temperature scales. Further, by
invoking conservation of momentum and buoyancy for jets and

plumes, respectively, one can obtain the streamwise variation of
width, centerline velocity and temperature,@6#. Because the num-
ber of unknowns exceeds the number of equations by one, the
analysis fails to provide the cross-stream variation of these quan-
tities. Of key interest is the functional form of the streamwise
velocity in the cross-stream direction.

One approach to close the system of equations is to assume that
the eddy viscosity (nT) is constant in the cross-stream direction,
@6–10#. The equations are then solved to obtain the required func-
tional form. With this approach, one obtainsU/Uc5sech2(Aj) for
a plane jet whereA50.706, and (11Bj2)22 for a round jet
where B50.661, @7#. The intent of this paper is to follow the
oppositeapproach, i.e., we select a functional form for the stream-
wise velocity profile based on experimental data to close the sys-
tem of equations, and subsequently derive expressions for several
useful quantities~including nT , which can show a cross-stream
variation depending on the choice of the functional form!.

Numerous experimental and numerical studies on free-shear
flows have been undertaken by various groups in the past. Most of
these studies measure~or compute! the streamwise velocity pro-
file, and fit a simple mathematical expression to the data. The
literature reveals that many researchers,@1–3,11–16# prefer the
Gaussian function to approximate the streamwise velocity and
temperature profiles. Our own measurements of axisymmetric jets
also reveal that overall the Gaussian profile is a superior fit to the
data. As an example, we plot in Fig. 1 the normalized streamwise
velocity data for an axisymmetric jet of water issuing from a
2-mm orifice into a large tank; data were acquired using two-
dimensional PIV at 110<z/d<175 ~see@17# for experimental de-
tails!. The computed profile for Reynolds stress is compared with
experimental measurements made by the authors later in the paper
to provide additional validation for the choice of the Gaussian
streamwise velocity profile. For these reasons, we preferred the
Gaussian profile to the other choices as the input functional form
for our analysis. Some previous researchers have employed an
approach similar to ours to verify certain difficult
measurements—for example, Wygnanski and Fiedler@5# and Gut-
mark and Wygnanski@18# verified their measurements of Rey-
nolds stress against values computed from their streamwise veloc-
ity profile using an intergal approach.
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Perhaps because the primary aim of these researchers was to
verify measurements, they did not exploit integral theories to its
full extent, nor did they discuss the properties of the expressions
that they derived. In fact, explicit expressions for even basic quan-
tities are not readily available in the literature. The aim of
this paper is to extract a complete set of results from the integral
method. We derive a host of useful expressions and explore
their properties in physical terms. As we show, several interesting
features of the flow can be obtained, and some probable
misconceptions can be corrected in this manner. Further, upon
contrasting appropriate solutions~for example jets versus plumes,
axisymmetric versus planar!, our approach yields some new in-
sights.

The basic approach adopted here comprises the following three
steps. First, we assume an analytical expression for the mean
streamwise velocityU ~and temperature!. Second, the expression
for U is substituted into the continuity equation along with the
assumption of the centerline velocity variation, and integrated to
determine the mean cross-stream velocity profile. Third, the ex-
pressions forU andV are substituted into the simplified momen-
tum ~and energy! equations, and integrated to determine the Rey-
nolds stress ~and velocity-temperature correlations!. These
expressions can then be employed to derive a number of useful
quantities. Integral methods are shown here to be successful in
reproducing experimental results for standard jets, plumes and
wakes ~axisymmetric and planar! which are commonly used as
model flows in a variety of situations. Our results should serve as
a useful reference for such studies. However, it should be remem-
bered that integral methods may have restricted application to
more complex turbulent flows,@13#, where it is difficult to assign
profile shapes, and relate entrainment rates to local influences in
complex environments.

The relevant governing equations for jets and wakes are the
continuity and the streamwise momentum equation. The two ad-
ditional momentum equations, cross stream and azimuthal, relate
pressure with the fluctuating components of velocity, and the fluc-
tuating components of velocity with themselves, respectively; in
this paper, we are not interested in exploring these relationships.
For plumes, an additional equation for temperature is required. By
symmetry considerations, both the cross-stream velocity and the
Reynolds stress are zero at the centerline. We have used this con-
dition throughout this paper to evaluate the constant of integra-
tion.

Turbulent Jets

Axisymmetric Jets. The continuity equation for the time-
averaged velocities in cylindrical coordinates~see Fig. 2 for the
coordinate system used in this paper! is

1

r

]rV

]r
1

]U

]z
50. (1)

In the self-similar region, the simplified streamwise momentum
equation can be obtained using an order of magnitude analysis as,
@6#,

V
]U

]r
1U

]U

]z
1

1

r

]r uv
]r

50 (2)

where the overbar denotes time-averaged quantities.
For the self-similar axisymmetric jet,Uc varies asz21, while b

increases linearly withz, @6#. By approximating the streamwise
velocity at any downstream location by a Gaussian,@3,11–13,17#,
~see also Fig. 1!

U~r ,z!5Uc~z!exp~2r 2/b2~z!!

5Uc~z!exp~2r 2/c2z2!

5Uc~z!exp~2j2!, (3)

one can solve forV by substituting Eqs.~3! into ~1!:

V

Uc
5

c

2j
~211exp~2j2!12j2 exp~2j2!!. (4)

V(j)/Uc is plotted in Fig. 3 and reveals that, contrary to the
connotation of an inflow implied by the term ‘‘entrainment,’’ the
cross-stream flow in the vicinity of the centerline is actually out-
ward, i.e.,V(j)/Uc>0 for 0<j<1.12. (V(j)/Uc50 at the cen-
terline, reaches a maximum of 0.018 atj50.54 and declines back
to zero atj51.12.! The reason for such an outflow is that the
centerline velocity decreases asz21, and not because of the
Gaussian streamwise velocity profile assumption.V(j)/Uc,0
~i.e., inward! for j.1.12, reaches a minimum of20.022 at
j52.08 and asymptotes to 0 asj→`. It should be pointed out that
V→0 much more slowly thanU, i.e., although the central region
is dominated by the axial component of velocity, the cross-stream
flow predominates far away from it.

According to@11#, the entrainment coefficienta can be defined
using the incremental volume flux as

dm

dz
52pbUca, (5)

wherem for axisymmetric jets is given by

m5E
0

`

2prU ~r !dr.

Fig. 1 Streamwise velocity profiles for jets „ axisymmetric
jet from Gaussian profile, -- axisymmetric jet from polynomial
profile, †7‡, dots from experiment, †7‡

Fig. 2 Coordinate system for planar „x ,z… and axisymmetric
„r ,z… jets, plumes, and wake. For wakes, U represents the ve-
locity defect.
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It is readily seen thatdm/dz is the incremental volume flux en-
tering the jet through a circular control surface at larger, i.e.,

dm

dz
5 lim

r→`

22prV.

From Eq.~4!, V/Uc for large j can be approximated as2c/2j.
Our result gives

dm

dz
52pr

c

2j
Uc52pbUc

c

2
. (6)

By equating Eqs.~5! and~6!, we geta5c/250.0535, which is the
same value as obtained by@11#. From Fig. 3, it is seen that Turn-
er’s @11# statement: ‘‘the inflow velocity at the ‘edge’ of the flow
is some fractiona of the maximum mean upward velocity,’’ is not
strictly correct, becauseV/Uc never reaches 0.0535 for any value
of j. However, it is easily shown,@19#, that theinward extension
of the curvec/2j ~the asymptotic curve forV/Uc at largej! in-
tersects the jet edge~j51! with a value ofc/2.

Equation ~4! can also be derived using a control volume
approach—by equating the difference of volume flux at two suc-
cessive downstream stations to the incoming fluid volume. As
seen in Fig. 3 the maximum value ofV is just 2% ofUc , making
it rather difficult to measure precisely, and therefore it is less
frequently presented in the literature,@4,5#.

TheV profile can be used to directly determine the spread rate,
c. Researchers in the past have determinedc by curve fitting ex-
perimental data forU. However, determiningc from the experi-
mental profile forV may be advantageous since the location and
height of the extrema can be unambiguously determined. How-
ever, as stated above, the experimental uncertainty inV can be
substantial.~A comparison of the derived cross-stream velocity
profile with the experimental data is provided in@20#.!

One can insert the time-averaged profiles forU andV into Eq.
~2!, to obtain the time-averaged profile for Reynolds stressuv as

uv

Uc
2

5
c

2j
~exp~2j2!2exp~22j2!!. (7)

The maximum for Reynolds stress lies atj50.58 ~Fig. 4!. Wyg-
nanski and Fiedler@5# provide a plot for Reynolds stress by inte-
grating their streamwise velocity profile. However, they do not
provide an explicit expression for it.

Figure 4 also shows our experimentally measured Reynolds
stress for a~water! jet at Re53000 using PIV. The experimental
data can be compared with the analytical result based on the

Gaussian profile and the one derived using the (11Bj2)22 pro-
file, @7#, whereB50.661. We see that the latter result does not
match as well, justifying the selection of the Gaussian profile for
our analysis. Additionally, our analytical result matches very well
with the Reynolds stress data of@5,18#.

Planar Jets. It is worthwhile to compare the results for an
axisymmetric jet against a planar jet. For planar jets the continuity
and momentum equations are, respectively,@6#:

]V

]x
1

]U

]z
50, (8)

V
]U

]x
1U

]U

]z
1

]uv
]x

50. (9)

Like axisymmetric jets, plane jets have a linear spread rate and are
well approximated by a Gaussian velocity profile,@13,15#, ~given
again by Eq.~3! wherej is now x/b(z)), but now the centerline
velocity decays asz21/2, @6#. Integrating Eq.~8! using ~3! we
obtain

V

Uc
5

c

4
~4j exp~2j2!2Ap erf~j!!. (10)

This expression has also been obtained by@15#. Similar to the
axisymmetric case, we find an outflow near the jet axis, and an
inflow far away from it. The maximum outflow occurs around
j50.5 ~which is very close to the axisymmetric case! and the flow
turns inward forj>0.99- this value is slightly smaller than for
axisymmetric jets~Fig. 3!.

Similar to the axisymmetric case we can define the coefficient
of entrainment following Turner@11#:

dm

dz
52aUc , (11)

wherem is now given by

m5E
2`

`

Udx.

Inserting Eq.~3! and differentiating with respect toz, we obtain

Fig. 3 Cross-stream velocity profiles for jets „ axisymmet-
ric jet, -- planar jet …

Fig. 4 Reynolds stress profiles for jets „ axisymmetric jet
from Gaussian profile, -- axisymmetric jet from polynomial pro-
file, †7‡, -.. planar jet, dots from experiment …
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dm

dz
5

Ap

2
Ucc. (12)

Equating Eqs.~11! and~12!, we geta5Apc/450.041~from Fig.
5 of Gutmark and Wygnanski@18#, we estimatec50.092). It
should be pointed out that the cross-stream velocity does become
equal toaUc for largej. Turner’s @11# statement that the inflow
velocity at the edge of the jet equalsaUc is thus seen to apply
strictly in the case of planar free-shear flows.

Ramaprian and Chandrasekhara@15# measureda for planar jets
asa5Ve /Uc50.045. The slight discrepancy might be due to the
fact that their measurements,@15#, were made rather close to the
nozzle (5<z/d<60) and therefore, the jet might not have
achieved complete self-similarity.

As before, the momentum Eq.~9! along with the expressions
for U andV can be used to solve for the Reynolds stress as

uv

Uc
2

5
Apc

4
exp~2j2!erf~j!. (13)

The plot looks similar to that of axisymmetric jets with a maxi-
mum atj50.62 and 0 forj50 and largej ~Fig. 4!. In fact, the
maxima lie at almost the samej and are of nearly the same mag-
nitude. AlthoughU profiles for the two cases considered above are
similar, theirV and the governing Eqs.~2! and ~9! are very dif-
ferent. Thus it is not expected thatuv would look so similar. This
similarity is due to the fact thatU]U/]z is the dominating term,
and behaves similarly for the two cases.

The dilution rates can be computed from

1

m

dm

dz
5

c

b
~axisymmetric jets! (14)

1

m

dm

dz
5

c

2b
~planar jets!. (15)

Because the spread rates for the two cases are virtually identical,
it is obvious that axisymmetric jets dilute twice as rapidly as their
planar counterparts~axisymmetric jets entrain circumferentially,
while planar jets entrain from the two sides only!. Greater mixing
in the axisymmetric jets is consistent with the faster decay of their
centerline velocity with down-stream distance. It should be
pointed out that, sinceb;z, 1/m(dm/dz);z21, i.e., the dilution
rate keeps decreasing with downstream distance.

The complete turbulent kinetic energy equation can be found in
the literature~e.g., for axisymmetric jets see@5#!. The dominant
kinetic energy production term isuv]U/]j. Using Eqs.~3!, ~7!,
and ~13! we can write

Uuv

Uc
3

]U

]j U5c~exp~22j2!2exp~23j2!! ~axisymmetric jets!

Uuv

Uc
3

]U

]j U5
Apc

2
j exp~22j2!erf~j! ~planar jets!.

The production term has a maximum aroundj50.6 ~close to the
maximum of theuv term! and reduces to zero for largej ~Fig. 5!.

Again, the maxima of the production terms for axisymmetric
and planar jets lie at almost the samej. The magnitude of the
turbulent kinetic energy term for axisymmetric jets is slightly
larger than planar jets. The similarity of these terms is due to the
fact that bothuv and]U/]j resemble each other closely for the
two cases considered here.

One can derive corresponding expressions fornT for the axi-
symmetric and planar jets using

uv52nT

]U

]r
, (16)

as

nTaxisym.

Ucb
5

c

4

12exp~2j2!

j2
,

and

nTplanar

Ucb
5

Apc

8

erf~j!

j
.

BecausenT;Ucb ~product of the integral velocity and length
scales!, we can expectnTaxisym.

;z0 (b;z, andUc;z21 for axi-

symmetric jets! and,nTplanar
;z1/2 (b;z, andUc;z21/2 for planar

jets!, i.e., not only isnT a function of radius, it can also be a
function of z. Lessen@21# predicted identicalz-dependences for
nT based on the principle of marginal instability. While the
streamwise variation ofnT is well known,nT is generally assumed
to be independent ofj, @6–10#. The results presented next indicate
that this need not be true.

The eddy viscositynT for the axisymmetric and planar cases
are plotted in Fig. 6.nT is a maximum at the center of the jet and
decays to 0 for largej. For the axisymmetric case we find that

Fig. 5 Dominant kinetic energy production term profiles for
jets „ axisymmetric jet, -- planar jet …

Fig. 6 Cross-stream variation of eddy viscosity for jets „

axisymmetric jet, -- planar jet …
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nT(j50) is 2.3 times greater thannT(j5A2). ~j5& represents
the e22 point of the Gaussian.! For the planar case, this ratio is
about 1.7. Townsend@8# also observes thatnT should diminish as
the jet edge is approached because the measured velocity profiles
approach zero more rapidly than the profiles calculated on the
basis of constantnT . Pope@9# states thatnT is within 15% of the
value 0.028 over bulk of the~axisymmetric! jet, and thereforenT
can be assumed constant, independent ofj.

Turbulent Plumes

Axisymmetric Plumes. The continuity equation remains the
same as Eq.~1! for axisymmetric plumes, whereas a buoyancy
term appears in the simplified momentum Eq.~2!, @13,14#:

V
]U

]r
1U

]U

]z
1

1

r

]r uv
]r

5gbu. (17)

The gbu term in Eq.~17! differentiates the plume from the jet.
The temperature equation can be obtained starting from

V
]u

]r
1U

]u

]z
1

]vu8

]r
1

]uu8

]z
1

vu8

r
5gS ]2u

]r 2
1

1

r

]u

]r
1

]2u

]z2 D ,

using scaling arguments~similar to jets!, to finally arrive at
~@13,14#!

V
]u

]r
1U

]u

]z
1

1

r

]rvu8

]r
50. (18)

A Gaussian profile is commonly used in the literature to ap-
proximate the distributions for velocity and temperature in
plumes, @1,2,11,13,14,16#. From similarity considerations, the
centerline velocity and temperature for axisymmetric plumes vary,
respectively, asz21/3 andz25/3 while the width increases linearly,
@6#. Therefore, the streamwise velocity is given by Eq.~3!, while
the temperature in the plume can be written as

u~r ,z!5uc~z!exp~2r 2/cT
2z2!5uc~z!exp~2H2j2!, (19)

where cTÞc, i.e., temperature and velocity need not spread at
identical rates. In factc/cT5H is 1.2 for axisymmetric plumes,
@11#.

Again, from the continuity Eq.~1! and using the decay rate of
the centerline velocity, one can derive

V

Uc
5

c

j S 2
5

6
1

5

6
exp~2j2!1j2 exp~2j2! D . (20)

The plot of V/Uc closely resembles axisymmetric jets—plumes
experience outflow near the centerline, and an inflow far away
from it. However, the maximum positiveV is now just 0.4% ofUc
~for j50.33!, while the maximum negative value of 3.8% lies at
j51.87 ~Fig. 7!. The cross-stream velocity changes sign at
j50.5952 much earlier than for jets. This is due to the presence
of buoyancy. In fact, the presence of buoyancy in the plume cre-
ates contrasting effects near the center and far away from it when
compared to the axisymmetric jet. Buoyancy causes the centerline
velocity to decay less slowly than the jet. Consequently, the mag-
nitude of the outflow near the centerline is smaller for the plume
resulting in a smaller positiveV. Secondly, because buoyancy is
continuously increasing the momentum of the plume, there is a
larger volume influx from its lateral surface. Hence, larger inflow
velocities are seen far away from the centerline. This larger inflow
is responsible for greater mixing in plumes. Sreenivas and Prasad
@22# have proposed a model based on vortex dynamics to explain
the greater entrainment in the plumes. It is again found that the
inflow velocity neverequalsaUc for axisymmetric plumes. The
expression forV/Uc for axisymmetric plumes can also be found
in @1# and the plot in@1,23#.

Similar to axisymmetric jets, for largej we can approximate
V/Uc as 25c/6j. The incremental volume flux entrained by the
plume is again given by Eq.~5!, while our result gives

dm

dz
5 lim

r→`

22prV52pr
5c

6j
Uc52pbUc

5c

6
.

From this, we geta55c/650.0833~using c50.100, @11#!. The
same value ofa was obtained by@11#.

Integrating the momentum Eq.~17! using Eqs.~3! and ~20!
yields

uv

Uc
2

5
c

j S 5

6
exp~2j2!2

1

2
exp~22j2! D

2
gbbuc

2H2Uc
2j

exp~2H2j2!1
K

j

whereK is a constant of integration. Using the condition thatuv
is bounded atj50, we obtainK52c/31gbbuc/2H2Uc

2, which
leads to

uv

Uc
2

5
c

j S 5

6
exp~2j2!2

1

2
exp~22j2!2

1

3D
1

gbbuc

2H2Uc
2j

~12exp~2H2j2!!. (21)

The condition of self-similarity forcesgbbuc /Uc
2 to be a con-

stant, @6#, but its value is not directly reported in the literature.
However, it can be determined by fitting experimental data. For
example, using Beuther et al.’s@24# data we estimate
gbbuc/2H2Uc

250.034. Dai et al.’s@1# data similarly indicates a
value of 0.027. Using the latter value,uv,0 for j>1.5, whereas
the former value givesuv.0 for all j. A negative Reynolds stress
for plumes is unphysical~this is also supported by the data of@1#!.
Therefore, we use the former value of 0.034 hereafter. Thus,

gbbuc

2H2Uc
2

50.03450.34c'
c

3
,

implying that K'0, and gbbuc /Uc
250.096. SettingK50 re-

duces Eq.~21! to

uv

Uc
2

5
c

6j
~5 exp~2j2!23 exp~22j2!22 exp~2H2j2!!.

Fig. 7 Cross-stream velocity profiles for plumes „ axisym-
metric plume, -- planar plume …
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The behavior ofuv shown in Fig. 8 looks similar touv of axi-
symmetric jets. In fact the maxima lie at almost the samej
~50.6!. As can be intuitively expected, Reynolds stress for plumes
is larger than jets. Interestingly, this similarity inuv for axisym-
metric jets and plumes can be inferred by noting that the above
expression reduces to Eq.~7! for H51 ~althoughH51.2 for axi-
symmetric plumes!.

From the temperature Eq.~18! and using Eqs.~3!, ~19!, and
~20! one can obtain

vu8

Ucuc
5

5c

6j
~12exp~2j2!!exp~2H2j2!. (22)

From the plot in Fig. 9 the cross-stream velocity-temperature cor-
relation remains positive for allj with a maximum value of 0.026
at j50.51.

The production term is obtained as

Uuv

Uc
3

]U

]j U5
c

3
~5 exp~22j2!23 exp~23j2!

22 exp~2~H211!j2!!.

This has a maximum of 0.020 aroundj50.6 ~Fig. 10!. This plot

matches that of axisymmetric jets quite closely with maxima at
almost the samej. As expected the production term for the plumes
is larger than jets for allj.

The dilution rate can be calculated from

1

m

dm

dz
5

5c

3b
. (23)

Comparing Eqs.~14! and ~23!, we find that entrainment, and
hence dilution rate for axisymmetric plumes is about 1.6 times
greater than for axisymmetric jets.

The normalized eddy viscosity can be obtained using Eq.~16!
as

nT

Ucb
5

c

12j2
~523 exp~2j2!22 exp~2~H221!j2!!.

Here again the variation withj is large. In fact, the ratio of
nT(j50) to nT(j5A2).2 ~Fig. 11!. In addition,nT;z2/3.

For plumes, a further assumption of constant~in cross-stream
direction! eddy thermal diffusivity,gT has been made by the re-
searchers in the past to obtain the functional forms of the similar-
ity functions where

Fig. 8 Reynolds stress profiles for plumes „ axisymmetric
plume, -- planar plume …

Fig. 9 Velocity-temperature correlation for plumes „ axi-
symmetric plume, -- planar plume …

Fig. 10 Dominant kinetic energy production term profiles for
plumes „ axisymmetric plume, -- planar plume …

Fig. 11 Cross-stream variation of eddy viscosity for plumes
„ axisymmetric plume, -- planar plume …
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vu852gT

]u

]r
. (24)

Our approach provides the radial variation ingT ~using Eqs.~19!
and ~22!! as

gT

Ucb
5

5c

12H2j2
~12exp~2j2!!.

Figure 12 reveals thatgT /(Ucb) has a value of 0.029 at the cen-
terline while it drops to 0.012 forj5&, i.e., the radial variation in
gT is substantial. Moreover,gT is a function of downstream dis-
tance, i.e.,gT;z2/3. Knowing the distribution of bothnT andgT
we can obtain the turbulent Prandtl number, PrT as a function ofj
as

PrT5
gT

nT
5

5

H2

12exp~2j2!

523 exp~2j2!22 exp~2~H221!j2!
.

It is interesting to note that unlikenT andgT , PrT is independent
of the spread rate andz. Moreover, PrT is not such a strong func-
tion of radial position asnT and gT . PrT varies from 0.9 at the
centerline to 0.8 atj5& ~Fig. 13!. Physical arguments can be
used to show that PrT'1, @25#, and our result is in good agree-
ment.

Planar Plumes. The continuity equation for planar plumes is
the same as for planar jets~Eq. ~8!!, while the momentum equa-
tion can be derived by adding the buoyancy term to the planar jet
momentum equation,@6#,

V
]U

]x
1U

]U

]z
1

]uv
]x

5gbu. (25)

The temperature equation in the self-similar regime is given by
~@6#!

V
]u

]x
1U

]u

]z
1

]vu8

]x
50. (26)

Here the centerline temperature varies asz21, while it is inter-
esting to note that the centerline velocity does not change down-
stream,@6#, i.e., presence of buoyancy prevents the decay of the
centerline velocity. This has an interesting consequence for the
cross-stream velocity, expressed mathematically as

V

Uc
5

c

2
~2j exp~2j2!2Ap erf~j!!.

Unlike axisymmetric plumes, we find that planar plumes do not
experience an outflow near the centerline;V/Uc is small for
j,0.54 ~less than 10% of its asymptotic value of 0.098! and re-
mains negative throughout, i.e., the flow is always towards the
axis ~Fig. 7!. Qualitatively the plot is similar to planar jets. Buoy-
ancy causes planar plumes to entrain more than planar jets like
their axisymmetric counterparts.

Similar to planar jets, we can obtain the coefficient of entrain-
ment as

a5
Apc

2
.

Using c50.11, @16#, we obtaina50.0975.
The Reynolds stress is given by

uv

Uc
2

5
Apc

2 S erf~j!exp~2j2!2
erf~A2j!

A2
D 1

Apgbbuc

2HUc
2

erf~Hj!.

(27)

Note that the constant of integration is zero in Eq.~27!, and for
similarity to existgbbuc /Uc

2 should be a universal constant,@6#.
The experimental data of Ramaprian and Chandrasekhara@16#
indicatesH51.2 ~identical to axisymmetric plumes!. We estimate
the value ofApgbbuc/2HUc

2 ~denoting this byC! as 0.069 which
gives uvmax/Uc

250.036 atj50.63. ~The maximum value is very
close to the value of 0.035 predicted by Malin and Spalding@26#!.
For Ramaprian and Chandrasekhara’s@16# data we obtainC
50.062, but we find thatuv becomes negative forj.1.6. As in
the case of axisymmetric plumes,uv should remain positive for
all j ~this is also supported by the data of@16#!. Hence, we will
useC50.069 to obtain

Apgbbuc

2HUc
2

50.06950.71
Apc

2
'

Apc

2

1

A2
,

and gbbuc /Uc
250.093 which is very close to the value for axi-

symmetric plumes. Equation~27! can then be simplified to~see
Fig. 8!

uv

Uc
2

5
Apc

2 S erf~j!exp~2j2!2
erf~A2j!

A2
1

erf~Hj!

A2
D .

While it is known thatH51.2, an interesting result is obtained by
substitutingH5A2 in the above expression. Then, it is seen that
uv for planar plumes is twice that of planar jets~Eq. 13!.

The velocity-temperature correlation for planar plumes is given
by

Fig. 12 Cross-stream variation of eddy thermal diffusivity for
plumes „ axisymmetric plume, -- planar plume …

Fig. 13 Cross-stream variation of turbulent Prandtl number for
plumes „ axisymmetric plume, -- planar plume …
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vu8

Ucuc
5

Apc

2
erf~j!exp~2H2j2!.

As for axisymmetric plumes, the velocity-temperature correlation
is also positive with a maximum of 0.035 atj50.53~Fig. 9!. Note
that for both axisymmetric and planar plumes, the maximum value
of vu8 is to the left of the maximum foruv.

We can obtain the production term as

Uuv

Uc
3

]U

]j U5ApcS j erf~j!exp~22j2!2
j erf~A2j!exp~2j2!

A2

1
j erf~Hj!exp~2j2!

A2
D .

As for jets and axisymmetric plumes, this term has a maximum
value aroundj50.6 ~Fig. 10!. In fact, the maximum lies at almost
the same location as the maximum of Reynolds stresses. It should
be pointed out that unlike for jets, the production term for planar
plumes is larger than their axisymmetric counterparts.

The dilution rate for planar plumes can be obtained as

1

m

dm

dz
5

c

b
. (28)

As expected, the dilution rate of planar plumes is higher than
planar jets~compare Eqs.~15! with ~28!!. Interestingly, it is equal
to the dilution rate of axisymmetric jets~Eqs.~14! and ~28!!.

Once again, we can derive expressions fornT , gT , and PrT and
question the validity of assigning constant cross-stream values to
them.

nT

Ucb
5

Apc

4j exp~2j2!
S erf~j!exp~2j2!2

erf~A2j!

A2
1

erf~Hj!

A2
D ,

gT

Ucb
5

Apc

4H2j
erf~j!,

PrT5
1

H2

A2 erf~j!exp~2j2!

A2 erf~j!exp~2j2!2erf~A2j!1erf~Hj!
.

Turbulent eddy viscosity and thermal diffusivity are plotted in
Figs. 11 and 12, respectively. BothnT andgT;z. PrT has a maxi-
mum value of 0.82~at the centerline! while it drops to 0.74 for
j5& ~Fig. 13!. It is again reassuring to note that PrT'1 as pre-
dicted by physical arguments,@25#.

Turbulent Wakes

Axisymmetric Wakes. Unlike jets and plumes, wakes have a
nonlinear spread rate. The continuity equation for axisymmetric
wakes remains the same as Eq.~1!, while the momentum equation
can be derived as for axisymmetric jets. However, hereu8/Uc is
of order unity, i.e., the velocity fluctuations are of the order of the
velocity defect,@6#. This simplifies the momentum equation fur-
ther:

U
]U

]z
1

1

r

]r uv
]r

50. (29)

It is interesting to note thatV does not appear in the streamwise
momentum equation. This is because in the momentum equation
V]U/]r 5O(Uc

2/L), while U]U/]z5O(U0Uc /L); since
Uc /U05O(b/L), the former can be discarded.

Using a Gaussian profile for the velocity defect, the streamwise
velocity is given by

U~r ,z!5U02Uc~z!exp~2r 2/b2!5U02Uc~z!exp~2j2!.
(30)

In the self-similar regionUc decreases asz22/3, while b increases
as z1/3, @6#. Keeping these in mind, we can obtainV from the
continuity Eq.~1! as

V

Uc
52

bj

3z
exp~2j2!. (31)

As for planar plumes, inflow occurs for allj with a maximum at
j50.71.

Reynolds stress can be obtained using Eqs.~29! and ~30! as

uv

Uc
2

5
b

12zj S 12exp~22j2!12j2 exp~22j2!

2
4U0

Uc
j2 exp~2j2! D . (32)

It should be mentioned that in this case the integration constant is
nonzero~actuallyK5b/12zj). It is not possible to plot Eq.~32!
without knowingU0 /Uc . However, sinceU/U05O(1), one can
simplify the momentum equation by replacingU]U/]z by
U0]U/]z, @6#, to obtain:

U0

]U

]z
1

1

r

]r uv
]r

50. (33)

On comparing Eqs.~1! and~33!, we can see that they are identical
(uv/U0 replacesV). Hence it is not surprising to see

uv
U0Uc

52
bj

3z
exp~2j2!, (34)

which is exactly the same expression as forV/Uc . It should,
however, be noted thatuv has been normalized withU0Uc and
not Uc

2. uv/U0Uc andV/Uc are plotted in Fig. 14.
We will use the expression foruv given by Eq.~32! to obtain

the production term and the radial variation in turbulent eddy
viscosity as

Uuv

Uc
3

]U

]j U5
b

6z S 12exp~22j2!12j2 exp~22j2!

2
4U0

Uc
j2 exp~2j2! Dexp~2j2!,

Fig. 14 Cross-stream velocity and Reynolds stress profiles for
wakes „ axisymmetric wake, -- planar wake …
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nT

Ucb
5

b

24zj2 exp~2j2!
S 12exp~22j2!12j2 exp~22j2!

2
4U0

Uc
j2 exp~2j2! D .

Planar Wakes. The continuity equation for planar wakes is
given by Eq.~8! while the momentum equation is,@6#,

U
]U

]z
1

]uv
]x

50. (35)

Uc varies asz21/2, while b increases asz1/2 for planar wakes,
@6,21#. Integrating the continuity Eq.~8! gives

V

Uc
52

bj

2z
exp~2j2!. (36)

Comparing Eqs.~31! and~36!, we see that the inward velocity
is very similar. However, the decay withz is slightly different for
the two cases.

Reynolds stress can be obtained from the momentum Eq.~35!
using Eq.~30!:

uv

Uc
2

5
b

16z S 24j exp~22j2!1A2p erf~Apj!

2
8U0

Uc
j exp~2j2! D .

The production term is

Uuv

Uc
3

]U

]j U5
bj

8z S 24j exp~22j2!1A2p erf~Apj!

2
8U0

Uc
j exp~2j2! Dexp~2j2!.

nT can be obtained as

nT

Ucb
5

b

32zj exp~2j2!
S 24j exp~22j2!1A2p erf~Apj!

2
8U0

Uc
j exp~2j2! D .

Simplifying the momentum equation as was done with axisym-
metric wakes, and using it to obtain the simplified Reynolds stress

uv
U0Uc

52
bj

2z
exp~2j2!, (37)

which, as expected, is the same expression as forV/Uc for planar
wakes~Fig. 14!.

It is not possible to compare the production terms for the axi-
symmetric and planar wakes becauseU0 is unknown. However, if
we use the simplified expressions for the Reynolds stress~Eqs.
~34! and ~37!!, we can write the productions terms as

uv

U0Uc
2

]U

]j
5

2b

3

j2 exp~22j2!

z
~axisymmetric wakes!

uv

U0Uc
2

]U

]j
5

bj2 exp~22j2!

z
~planar wakes!.

These two terms differ just by a constant.
The simplified expressions fornT ~using Eqs.~16!, ~30!, ~34!,

and ~37!! are

nTaxisym.
52

U0b2

6z
,

nTplanar
52

U0b2

4z
.

SinceU0 is invariant withz, we obtainnTaxisym. wake
;z21/3 while

nTplanar wake
;z0, in agreement with Lessen’s predictions,@21#. Re-

markably, the dependence ofnT on j disappears for wakes.

Conclusions
A comprehensive analysis has been conducted for six standard

cases~axisymmetric and planar jets, plumes, and wakes!. Expres-
sions for cross-stream velocity, Reynolds stress, and turbulent ki-
netic energy production terms are derived for these cases assum-
ing a Gaussian streamwise velocity distribution. The plots are
compared amongst themselves and provide several insights.

1 Expressions for cross-stream velocity indicate outflow for
jets and axisymmetric plumes near the axis, while inflow occurs in
the far field. Planar plumes do not experience any such outflow.
Outflow of fluid near the axis is a natural consequence of the
decay of the centerline velocity with downstream distance~and
not because of the assumed Gaussian velocity profile!. The decay
rates of axisymmetric jets, planar jets, and axisymmetric plumes
are, respectively,z21, z21/2, z21/3, while the radial extents of
outflow arer /b<1.12, 0.99, 0.59. Moreover, the decay rate for
planar plumes varies asz0 and these do not experience any out-
flow. Thus, a higher decay rate correlates with a larger radial
extent of outflow. See Agrawal et al.@20# for more discussion on
the coupling between the decay of the centerline velocity and the
radial extent of the outflow.

2 Expressions for the entrainment coefficients of planar jets
and plumes are developed along the lines of their axisymmetric
counterparts. It is found that for planar jets and plumesVe
5aUc ; this is, however, not true for axisymmetric cases. Hence,
contrary to conventional belief, the entrainment velocityshould
not be equated toaUc for axisymmetric jets and plumes.

3 The value of the universal constantgbbuc /Uc
2 is estimated

as 0.096 and 0.093 for axisymmetric and planar plumes, respec-
tively.

4 Reynolds stress and the dominant turbulent kinetic energy
production term for jets and plumes are qualitatively the same
with a maximum aroundj50.6. Magnitudes for jets and axisym-
metric plumes are nearly the same. These are much smaller than
for planar plumes.

5 Unlike plumes and jets, the normalized cross-stream velocity
and Reynolds stresses for wakes are functions of downstream dis-
tance. In addition, the turbulent kinetic energy production term for
axisymmetric and planar wakes has the same cross-stream distri-
bution.

6 Cross-stream variations fornT , gT , and PrT are shown to be
significant, therefore, the use of constant values ofnT andgT in
the cross-stream direction is unjustified. PrT is found to lie be-
tween 0.9 and 0.7 for axisymmetric and planar plumes.

7 Our analysis reveals that the eddy viscosity is independent of
the cross-stream coordinate for axisymmetric and planar wakes.
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Nomenclature

b 5 width ~defined asU(b)/Uc5e21 for jets and plumes,
and (U02U(b))/Uc5e21 for wakes!

c 5 spread rate5db/dz
cT 5 spread rate for temperature
d 5 diameter of the nozzle
g 5 acceleration due to gravity
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H 5 c/cT
K 5 constant of integration
L 5 downstream distance scale
p 5 time-averaged pressure

PrT 5 turbulent Prandtl number
r 5 cross-stream coordinate used for axisymmetric case
T 5 temperature

T8 5 fluctuating temperature
T0 5 ambient fluid temperature~assumed constant!
Tc 5 time-averaged centerline temperature

u, v 5 fluctuating components of velocity
u8 5 fluctuating velocity scale
U 5 time-averaged streamwise velocity

U0 5 free stream velocity
Uc 5 time-averaged centerline velocity~for wakes—

velocity defect at the centerline!
V 5 time-averaged cross-stream velocity

Ve 5 time-averaged entrainment velocity
x 5 cross-stream coordinate used for planar case
z 5 coordinate along the axis
a 5 coefficient of entrainment
b 5 coefficient of thermal expansion
g 5 thermal diffusivity

gT 5 turbulent thermal diffusivity
u 5 T2T0

u8 5 T82T0
uc 5 Tc2T0
m 5 volume flux

nT 5 eddy viscosity
j 5 nondimensional cross-stream coordinate (5r /b for

axisymmetric case,5x/b for planar case. See Fig. 2!
r 5 density
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Resolving Turbulent Wakes
Resolving the turbulent statistics of bluff-body wakes is a challenging task. Frequently, the
streamwise grid point spacing approaching the vortex exit boundary is sacrificed to gain
near full resolution of the turbulent scales neighboring the body surface. This choice
favors the solution strategies of direct numerical and large-eddy simulations (DNS and
LES) that house spectral-like resolving characteristics with inherent dissipation. Herein,
two differencing stencils are tested for approximating four forms of the convective deriva-
tive in the DNS and LES formulations for incompressible flows. The wake spectral char-
acteristics and conventional parameters are computed for Reynolds numbers Re5200
(laminar wake) and Re53900. These tests demonstrated reliable stability and spectral-
like accuracy of compact fifth-order upwinding for the advective derivative and
fourth-order cell-centered Pade´ (with fourth-order upwinding interpolation) for the Ar-
akawa form of the convective derivative. Specifically, observations of the DNS
computations suggest that best results of the wake properties are acquired when the
inertial subrange of the spectral energy is fully resolved at the grid-scale level. The LES
solutions degraded dramatically only when the fifth-order upwind stencil resolved the
spanwise periodic turbulence. Although the dynamic subgrid-scale model showed strong
participation on the instantaneous level, its spectral contributions were negligible regard-
less of the chosen grid-scale scheme.@DOI: 10.1115/1.1603302#

Introduction
Before the past decade, constructive gains in our physical un-

derstanding of turbulent wakes came essentially from over a cen-
tury of laboratory measurements. Collectively, flow past a circular
cylinder has become the canonical test problem. The experimental
evidence at subcritical Reynolds numbers~laminar separation! re-
veals a wake that is enriched with turbulent physics quite different
than say the streaks and bursts observed for wall bounded flows.
For example, the notable work of Cantwell and Coles@1# pre-
sented detailed measurements of the vortex formation kinematics
that lead to the discovery of the evolution of saddle points be-
tween successive vortices in the immediate near wake. They con-
cluded that a substantial part of the turbulence produced coincides
with these fine-scale regions. Further upstream, Wei and Smith@2#
observed the creation of high-frequency small-scale turbulent vor-
tices as the final stage of the transition process held within the
separated shear layers. Spanwise, these Kelvin-Helmholz~K-H!
vortices distort to periodic cellular structures that align themselves
in the streamwise direction. These two works clearly illustrate that
the underlying mechanics of the turbulent wake are small-scale
events.

Until the advent of supercomputers, computational efforts ac-
complished little beyond the experimental measurements towards
improving our key knowledge about the cylinder turbulent wake.
Some attempted to resolve the small-scale physics using only two-
dimensional simulations. But as concluded by Cantwell and Coles
@1#, the production of turbulence is a three-dimensional vortex
stretching phenomena at the intermediate scales of the global
spectrum. Useful computations that addressed the underlying
physics surfaced less than a decade ago by employing the rela-
tively new advances in the computational methodologies of direct
numerical and large-eddy simulations~DNS and LES!. These
techniques are slowly expanding our insight into the turbulent
wake physics; particularly its three-dimensional nature at low sub-
critical Reynolds numbers~Re!. But the resolving power of the
respective solution schemes is typically designed below the local
small-scale events of turbulence production and the shear-layer
K-H vortices at Re in the moderate category.

When resolving the smallest scales of turbulence one must be
concerned about controlling the aliasing error. This error can
originate from the discrete approximations of the nonlinear term
as first recognized by Platzman@3# where kinetic energy aliases
back to the respective lower scales of the spectrum. DNS compu-
tations without an intrinsic mechanism for minimizing this error
will become unstable as these spurious grid-scale waves grow.
High accuracy schemes of even order~fourth, sixth, etc.! fall
within this category because the leading term in the truncation
error is dispersive. These schemes commonly require a separate
form of artificial dissipation added to the DNS computation. As-
sessing the resultant impact ‘‘a priori’’ on the resolved turbulence
is difficult and generally gives turbulent energy spectra that are
unnaturally damped at the high wave number range. Alternatively,
one can require the scheme to be energy conserving to control the
aliasing error. However, we have yet to see a stable spectral-like
energy-conserving scheme for the general class of turbulent wakes
that is applicable to complex discretized domains.

In most LES computations, the prime criticism of the numerical
approximations is the assurance that the truncation errors of the
nonlinear terms do not mask the essential contributions from the
subgrid model. This concern is raised not only for upwind
schemes, but includes low-order central stencils as well. Under
coarse gridding we know that explicit upwind differencing for the
nonlinear terms assures stability, but certain restrictions arise be-
cause the dissipation error interferes with the model stress contri-
butions and damps~or even dumps! the finest resolved turbulent
energy. Developers circumvent these drawbacks by devising rou-
tines with low-order central differencing or high-order compact
schemes coupled with explicit spatial filtering to attenuate the
dispersed unresolved energy. However, this latter approach can be
effectively no better than the former in terms of its net resolving
efficiency. In this case, their difference rests essentially on the
added CPU cost.

The present work draws attention to the needed resolving
power within a DNS or LES approach for capturing small-scale
turbulent wake events. We seek useful discretization schemes that
posses a high level of resolving efficiency by appearing spectral-
like while maintaining a long-term stable computation. We will
specifically examine the resolving power of compact differencing
as applied to turbulent bluff-body wakes. Lele@4# already gave us
a comprehensive understanding about their benefits over explicit
differencing, but herein we will reach somewhat beyond that view
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when dealing with the present application. Incompressible flow
past the circular cylinder at subcritical Re will serve as a suitable
canonical test case. Choosing the cylinder topology for computing
wake turbulence by the DNS and LES methodologies is appealing
for several reasons. From the resolution perspective, one can eas-
ily redistribute the upstream grid spacing for fulfilling the finer
requirement downstream. With this improved spacing one can po-
tentially resolve higher Re wakes simply by simulating a broader
wavenumber spectrum. Outside of pure spectral methods, this
single perception ignores an important ingredient intrinsic in the
DNS and LES solutions. Low-order-accurate schemes can locate
turbulent fluctuations up to thep wave, but their resolving power
is far less than optimum for capturing the respective smaller-scale
events. Detecting these physics requires an even finer resolution to
compensate for their low resolving efficiency. Realistically, the
higher Re computations~near critical for example! demand both
fine grid spacing as well as spectral-like characteristics of the
grid-scale numerics.

For the present wake computations, the governing formulations
are cast into a curvilinear coordinate framework so that they are
not stalled by irregular or nonorthogonal grid topologies. Under a
typical fixed-grid computation, the flow predictions proceed over
a decaying downstream spatial resolution. Thus, preserving an
accurate and stable DNS or LES computation at the respective Re
demands a compact scheme that houses both a strong resolving
and dissipating nature near the finest resolved scales. We expect to
sufficiently resolve the small-scale events of the turbulent wake
when given adequate spatial resolution while concurrently dissi-
pating the under-resolved energy over poor grid spacing further
downstream. One can fulfill these requirements by carefully se-
lecting the appropriate upwind and central compact differencing
schemes. Before discussing the specifics regarding this solution
strategy, we will briefly present the derivations of the governing
DNS and LES equations in conservative form for complex
domains.

Resolved and Dynamic Modeled Field Equations
The impetus of the present work is the spatial resolution of the

turbulent circular cylinder wake at subcritical Re using stable
spectral-like compact differencing schemes. These schemes will
be applied to both the DNS and LES system of equations. The
LES governing equations are derived by spatially filtering the cor-
responding DNS system where all turbulent scales removed by the
filter process are classified as the subgrid-scales~SGS!. As noted
earlier, both the DNS and LES equations will be transformed to a
curvilinear coordinate system~j, h, z in the streamwise, trans-
verse, and spanwise directions, respectively!. Although this trans-
formation is straightforward for the DNS system, the LES deriva-
tion formally involves two spatial operations.

Resolved Field. The order of spatial operations is important
to ensure that the filter is not ill-defined,@5#. By performing the
transformation operation first, one guarantees that the filter kernel
is directed along the curvilinear lines. Starting with the conserva-
tive Cartesian form of the Navier-Stokes equations along with
continuity, the governing LES system appears as

Continuity:
]Ūk

]jk
50 (1a)

Momentum:
]Ag̃ūi

]t
1

]Ūkūi

]jk
5

]Ag̃j̃xj

k p̄

]jk
1

]s i
k

]jk

1
1]

Re]jk FAg̃g̃kl
]ūi

]j l G . (1b)

The transformation operation redefines the real SGS stress (s i
k) in

terms of the resolved Cartesian (ū,v̄,w̄) and contravariant

(Ū,V̄,W̄) velocity components; specifically,s i
k5Ūkūi2Ukui).

The contravariant velocity components are evaluated in terms of
their resolved counterparts byŪk5Ag̃j̃xj

k ūj . In these definitions,
the overbar denotes the filter operation, and the tilde symbolizes
implicit filtering of the metric coefficients (j̃xj

k ) and Jacobian (Ag̃)
through their numerical approximation,@5#. In the present appli-
cations, the above LES equation system~as well as its DNS
complement! was solved in the computational space by the pro-
cedure described in Jordan and Ragab@6#.

Modeled Field. A vital aspect of the LES computation seeks
to show reasonable participation by the SGS model in the total
predicted statistics of the turbulent wake. Although one would
expect this prospect to be a sufficient condition for the LES com-
putation, previous authors claim little success using the popular
turbulent eddy-viscosity scaling law,@7,8#, regardless of the for-
mal order of the resolved field solution. Apparently, this SGS
model suitably stabilizes the computation by dissipating the for-
ward scatter of kinetic energy across the cutoff wave number, but
yields only minor contributions in the overall turbulent statistics.
To focus our attention strictly on this model, we will assume that
the filter width of the resolved field equations~Eq. ~1!! is synony-
mous with the grid spacing. Under this premise, we will not con-
sider mixed-model formulations that include the Leonard and
cross terms. Furthermore, complex domains generally lead to cut-
off of the resolved wavenumbers that vary locally due to the non-
uniformity of the physical domain spatial discretization. Herein,
we carefully generate the grid spacing~given ‘‘a priori’’ knowl-
edge of the wake’s spectral content! to ensure that the cutoff wave
number lies within the equilibrium range of the local energy spec-
tra. This requirement is an essential prerequisite for the eddy-
viscosity relationship before anticipating realistic contributions to
the overall stress fields.

The following version of the dynamic eddy-viscosity relation-
ship for the SGS stress field is derived for the transformed space
according to the spatial order-of-operations described by Jordan
@9#. This model is equally capable of capturing backscatter of
turbulent energy as transferred from the modeled scales to the
finest resolved ones across the cutoff wave number. In its contra-
variant form

s i
k2

1
3 §̃ xj

k t l l 52CD̄2uS̄uS̄i
k (2)

where the variableC is considered as the dynamic coefficient. The
filtered metric term§̃xj

k transforms the trace of the Cartesian stress
tensor (t l l ), which is coupled with the transformed pressure vari-
able in the computation. The turbulent eddy-viscosity (nT) is ex-

pressed asnT5CD̄2uS̄u whereuS̄u5A2S̄i j S̄i j is the magnitude of
the resolvable strain-rate tensor (S̄i j ) and D̄ is the local filter
width. Like the velocity components, the contravariant of the
strain-rate tensor (S̄i

k) is defined asS̄i
k5Ag̃j̃xj

k S̄i j where S̄i j is
computed along the curvilinear lines in the physical domain.

Dynamic Coefficient. Derivation of a unique expression for
dynamic computation of the model coefficient starts with explic-
itly filtering the grid-scale LES equations a second time by a test
filter ~caret symbol!. Its width (DC t) is set at twice the local grid
spacing;DC t52D̄s . Test filtering along the curvilinear lines is eas-
ily achieved in either the physical domain or computational space
because all required explicit filtering occur after the coordinate
transformation operation. When filtering in the nonuniform physi-
cal domain, one can avoid the associated second-order error by
numerically evaluating each contributing first-order term prior to
the explicit filter operation. We must also be careful to insure
rotational invariance ofC in both the physical domain and trans-
formed space. The proper procedure requires writing the
error function in the physical domain, then minimizing its
square to give

824 Õ Vol. 125, SEPTEMBER 2003 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.152. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



C5
Li

k
•Mi

k

2D̄2Mm
k
•Mm

k
(3)

for the model coefficient. Notice that this expression operates on
the inner product of the Cartesian tensor components ofLi

k and
Mi

k in the computational space. Those tensors are defined

Li
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with filter width ratio a52. Specific information about the dy-
namic eddy-viscosity model that discusses its proper implementa-
tion and ‘‘a priori’’ response within the turbulent wake was re-
cently described in detail by Jordan@9#.

Compact Differencing
In the following DNS and LES wake computations, we will

treat several forms of the convective derivative with spectral-like
resolution. Inasmuch as the truncation error will be several orders
higher than the second-order-accurate SGS model, we should ex-
pect dominant pockets of contributing eddy viscosity throughout
the entire turbulent wake. An attempt to implement high-order
compact schemes for all the remaining terms is a difficult and
expensive task, especially when dealing with complex topologies.
Besides the diffusive and pressure terms, we must approximate
the SGS model and the metric coefficients with high-order differ-
encing to guarantee accuracy beyond second-order throughout the
domain. Moreover, all explicit filtering must be performed in the
computational space when the LES system of equations is placed
in a curvilinear coordinate framework. Thus, in view of the ad-
vanced techniques for adaptive gridding the simpler choice may
be to locally adjust the grid spacing in response to the respective
demands placed on the spatial resolution.

Forms of the Convective Derivative. We will resolve the
transformed convective derivative by compact differences in one
of four forms.

Divergent ~D !
]Ūkūi
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(5a)

Advective ~A!
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Rotational ~R!
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Arakawa ~K !
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The first form is the divergent form, which easily conserves
turbulent momentum and energy~with continuity satisfied! using
the proper symmetric differencing stencils,@10#. Conversely, the
advective form of the transformed Navier-Stokes equations is
nonconservative in both turbulent energy and momentum unless
the solutions fully satisfy continuity,@10,11#. This particular form
is well suited for high-order upwinding when designing DNS
strategies for solving incompressible wake flows because of the
expected absence of any discontinuities. As illustrated by Ten-
nekes and Lumley@12#, decomposing the divergent form can de-
rive a rotational form of the convective derivative. Herein, we

group the kinetic energy term~third term! of this form as an
ingredient in the resolved pressure gradient. Mansour et al.@13#
proved that the rotational form conserves both momentum and
energy in the theoretical sense. However, standard discretization
schemes that employ staggered or semi-staggered grid molecules,
to offset the pressure and velocity nodes for preserving strong
coupling, violate the energy-conservation principle. Moreover,
the leading error of the rotational form close to wall boundaries
is on the order of Ret

2 ~based on the shear velocity,ut), which
is 102 to 103 times larger than alternate forms of the convective
derivative,@14#.

Finally, the fourth form derives its roots from the numerical
stability improvements accomplished by Arakawa@15#. Arakawa
focused on correcting the ‘‘noodling’’ problem near wave number
cutoff ~observed erroneous flow structures due to aliasing and
poorly resolved waves! that leads to uncontrolled growth of tur-
bulent energy distributed over the upper 1/3 of computed wave
numbers. The Arakawa form conserves momentum and energy in
the discrete sense~under symmetric stencils! and gives superior
grid-scale solutions over the rotational form near solid wall
boundaries,@15,16#. Kravchenko and Moin@17# advocate the Ar-
akawa form for minimizing aliasing errors and promoting numeri-
cal stability in LES computations.

Treatment of the Convective Derivative. The ‘‘noodling’’
problem coined by Arakawa is a prime threat of numerical insta-
bility. Without a natural dissipative element in the compact
scheme~to augment the SGS model!, the flow solutions may ul-
timately diverge. Alternatively, one can control these waves
through intermittent explicit high-order adaptive filtering. But for
complex irregular domains this choice introduces a third spatial
operation when deriving the final form of the LES equations and
its coupling with the convective derivative differencing does not
commute, lowers the resolving efficiency and is difficult to imple-
ment simultaneously in three dimensions. These latter facts were
demonstrated by Ladeinde et al.@18# who computed the kinetic
energy spectra of decaying isotropic turbulence using both fourth-
order and sixth-order compact schemes that were coupled with
various orders of filtering. Over a relatively broadband range of
finest resolves scales~;1/2 decade!, Ladeinde et al. were able to
reproduce the damped-energy effect of a low-order explicit up-
wind scheme or the excess-energy tailing of unresolved scales
simply by varying the coefficients associated with the specific
compact filter kernel. More recently, Visbal and Rizzetta@19#
were able to duplicate the correct energy spectral distribution for
the same test case as Ladeinde et al. using high-order compact
filter kernels throughout the solution domain.

Inasmuch as the turbulent wake houses strong convective pock-
ets of concentrated energy production near the exit boundary,@1#,
intermittent dissipation is necessary to insure sufficient damping
of the under-resolved energy. We cannot expect enough help from
the SGS model if one resorts to a dynamic eddy-viscosity formu-
lation. This conclusion become apparent ‘‘a priori’’ in view of the
model performance studies by Jordan@9# and the experimental
evidence of Cantwell and Coles@1# for the circular cylinder wake.
While the latter measurements unveiled strong correlation be-
tween the regions of peak turbulent energy production and peak
Reynolds shear stress, the former evaluations noted the complete
inability of the dynamic eddy-viscosity model to capture the real
shear stress. Thus in the vain of a ‘‘true’’ LES computation, one
can argue that a user can rely on the inherent dissipative element
of a high-resolution upwind approximation for the resolved scales
to inhibit spurious oscillations near cutoff. To address this issue,
we will start with treatment of the convective derivative by using
two possibilities that hold reasonably high resolving efficiency
and natural stability characteristics.

Compact Upwind Differencing. Compact upwind differenc-
ing offers strong stability where specific stencils can be derived
that house good resolving qualities while suppressing spurious
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instabilities. Adams and Shariff@20# demonstrated these charac-
teristics by testing both low and high dissipative hybrid schemes
for shock-turbulence interaction problems over uniform grids.
They noted that their compact upwind biased scheme preserved a
good dispersive nature while adequately extinguishing poorly re-
solved turbulence. Herein, a compact upwind scheme that holds
strong resolving power for the non-conservative forms of the con-
vective derivative is tested for resolving the turbulent wake. In
particular, the stencil is three-point implicit and four-point explicit
whose spatial accuracy is fifth-order. For the general velocity vari-
ableq, its derivative (q8) in the curvilinear coordinate framework
~unit spacing! is evaluated at grid point~i! by

aqi 118 1bqi81gqi 218 5aqi 111bqi1cqi 211dqi 22 (6a)

where^a,b,g,a,b,c,d&5^3,18,9,10,9,218,21& for Uk.1. Nor-
mal to no-slip boundaries, this compact scheme can approximate
the convective derivative no closer than the second internal point.

Adjacent to walls, most developers commonly treat the convec-
tive derivative with low-order one-sided differences or explicit
filtering. These approaches always lead to poor resolution quali-
ties near the wall that degrades the adjacent field accuracy. One
can compensate this loss with finer grid spacing, but we know that
this simple fix dramatically raises the computational requirement
and taxes stability. Herein, we choose to apply one-sided compact
third-order upwind differences to the first field point that closely
matches the resolution efficiency~or slightly better! of the field
solution. This stencil appears as

qi81lqi 118 5rqi 111sqi1tqi 21 (6b)

where ^l,r ,s,t&5^2,2.5,22,20.5& when Uk.0. An important
consequence of combining Eqs.~6a! and ~6b! is that the implicit
tridiagonal entries are automatic for the field points with only a
simple Dirichlet contribution from the boundary.

Upwind Interpolation and Cell-Centered Differencing. An
alternate choice to a compact upwind stencil is cell-centered Pade´-
type differencing for evaluating the conservative convective de-
rivative. However, we found that coupled high-order Pade´-type
differencing for the interpolation and differencing phases gener-
ally lead to divergent solutions starting in the wake regions of
coarse gridding. Specifically, ‘‘wiggles’’ appeared early in the
pressure contours that were largely attributed to the redistribution
of poorly resolved small-scale energy. Numerical stability was
strongly enhanced by switching to compact upwinding for com-
puting the cell velocity fluxes. This idea tackles regions of ex-

pected poor resolution especially near vortex exit. We found that
upwind interpolation (q̃) of the node velocity variables to com-
pute the cell fluxes dampened the spurious oscillations that were
seen when using the respective Pade´ stencil. The contravariant
velocity components served to orient the stencil direction. For
fourth-order accuracy, the backward scheme (Uk.0) appears as

aq̃i 111bq̃i1gq̃i 215aqi 11/21bqi 21/21cqi 23/2 (7)

where^a,b,g,a,b,c&5^1,10,5,5,10,21&. Regardless of the flow
direction, this stencil cannot be applied any closer to nonperiodic
boundaries than the second internal cell face. Tests showed that a
one-sided third-order interpolation for the first cell face is incon-
sistent with the adjacent field stencil~singularities arise!. To avoid
this complication we evaluated the flux vector on first cell face off
all nonperiodic boundaries explicitly to the second-order.

Staying with fourth-order field accuracy, the conservative con-
vective flux (f 8) is now evaluated at each node point given the
interpolated flux~f! according to

a f i 118 1 f i81a f i 218 5a~ f i 11/21 f i 21/2! (8a)

with ^a,a&5^22,24&. Like the fifth-order scheme, we can use
compact third-order accuracy near the boundaries

f i81a f i 118 5r f i 21/21s fi 11/21t f i 13/2 (8b)

with the coefficientŝ a,r ,s,t&5^21,1,2,21&.

Resolving Power. Differencing the DNS and LES convective
derivatives introduces a low-pass filter that lowers the accuracy of
resolved wave numbersk,kmax; kmax is the cutoff wave number
defined by the respective grid spacing (kmax5p/Dg). This reduc-
tion varies according to the resolving power of the numerical ap-
proximation that is selected for the convective terms. We can
quantity this power by performing a Fourier analysis of the above
stencils and then examine the resultant modified wave numbers
( k̂). Each upwind scheme will produce both real and imaginary
expressions fork̂ that reveal its dispersive (k̂r) and dissipative
( k̂i) nature, respectively. Conversely, the Pade´-type stencils are
strictly dispersive.

The resolving power of the compact upwind stencils~Eqs.~6!!
is compared in Fig. 1 to an explicit second, third, and fifth-order
approximation. One can see that both upwind schemes share simi-
lar resolution properties that excel well beyond the explicit evalu-
ations. This simple fact is a distinct advantage over many similar
approximations by guaranteeing consistent resolution efficiency

Fig. 1 Dispersive „a… and dissipative „b… errors of the present compact upwind differences compared
to three explicit schemes; O „2… explicit second-order central differences, O „3… explicit third-order up-
wind, O „5… explicit fifth-order upwind, O „5c… compact fifth-order upwind, and O „3cb … one-sided com-
pact third-order upwind
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throughout the entire field; especially near the boundaries. Their
spectral-like character is further given in Table 1, which lists the
scaled cutoff wave number (l5 k̂/kmax) where the resolving effi-
ciency ~«! drops to about 90%; i.e.,« r5 k̂r(lp)/lp, @4#. By ac-
cepting this cutoff as a reasonable benchmark, the table shows a
50% gain in resolving power of the fifth-order compact upwind
differences over its explicit counterpart and at least a 200% better
efficiency than explicit second-order central differences.

The dissipative error of the proposed compact upwinding is
compared to explicit third-order and fifth-order upwind differ-
ences in Fig. 1~b!. Both compact approximations soften attenua-
tion of the oscillations until much higher wave numbers. For in-
stance, the fifth-order scheme lowers the dissipation error for
kD,0.80p and kD,0.85p compared to the explicit fifth and
third-order upwinding, respectively. This benefit is emphasized in
Table 1 where the dissipation error of this compact scheme is
reduced by 25% compare to its explicit counterpart for waves that
are 90% resolved. An unfortunate consequence of using compact
third-order upwinding is that its dissipative error will severely
damp most of the fine-scale fluctuations near the walls given the
same spacing as the field. Moreover, contributions from the SGS
model will most likely be negligible near the walls. To minimize
these adverse effects, we must cluster the grid lines near the wall.
This practice is not uncommon because the flow gradients are
highest there. But according to Fig. 1~b!, the first point spacing
should be at least 20% finer than the immediate adjacent field
spacing to circumvent overdamping of the fluctuating flow com-
ponents near the wall.

When interpolation~or explicit filtering! is executed prior to the
differencing approximation, the respective wave numbers are
modified twice. We can quantify the resultant values by including
the transfer function that is associated with the interpolation~or
pre-filtering! phase. In terms of the present grid molecule involv-
ing interpolation, this function measures the fraction of the wave’s
amplitude that is transmitted from the node points to the cell in-
terfaces. In our analysis, it does not matter whether we pre or
post-interpolate if the boundary conditions are assumed to be pe-
riodic. Pre-interpolating evaluates the convective fluxes as

Gq̃5Aq (9)

where the transfer function (Tr) of any wave is synonymous with
the matrixG21A. The Pade´ differencing stencil operates on the
interpolated quantities as

Hq̃85Bq̃ (10a)

or

q̃85~G21A!~H21B!q. (10b)

Fourier analysis of a singleq̃8 wave leads to the modified wave
numbers shown in Fig. 2 for the various stencils studied herein.
This figure also shows the resultant wave numbers of explicit
sixth-order and compact eighth-order filtering acting before com-
pact fourth-order differencing. Clearly, the net resolving efficiency
of the compact fourth-order approximation could drop below
simple explicit second-order differencing at the higher wave num-
bers (kD.3p/4) if the stencil operates on sixth-order explicitly
filtered quantities. This fact easily explains why one would gain
an enhanced stability in the corresponding DNS and LES compu-
tations. As an alternative, we can control the high wave number

energy with only a 10% loss of resolving power~Table 2! if stan-
dard compact interpolation (4ci) is introduced rather than explicit
filtering.

But the coupling of fourth-order Pade´ schemes for the interpo-
lation and differencing phases of the convective derivative ap-
proximation is still well below reasonable resolving efficiency.
Our resolving efficiency is strong for only about one-half
~l;0.53p! of the resolved wave numbers. Alternatively, we can
gain substantial resolution power and control stability if the inter-
polation phase incorporates the fourth-order upwind stencil in Eq.
~7!. We will not lose the option of evaluating the conservative
form of the convective derivative by Pade´ differencing the cell
fluxes. The resultant modified wave numbers are much like that of
the compact fifth-order upwind stencil. Moreover, nearly 3/4s
~l;0.72p! of the waves are well resolved. This gain is attributed
to the substantial improvement in the transfer function of compact
upwind interpolation. Only a 3% loss of wave amplitude is real-
ized atl;0.72p ~90% resolving efficiency! for the upwind inter-
polation phase versus a 32% reduction using a fourth-order Pade´
scheme. Controlling the high wave number aliasing and under-
resolved energy is handled by the dissipative error introduced dur-
ing the upwind interpolation phase. As shown in Fig. 2~c!, this
error is scattered over the upper 1/3 of the resolved waves.

Wake Simulations
The turbulent wake of the circular cylinder holds a wealth of

complex flow behavior. The historical evidence unveils three well-
known regimes that constitute distinct physics. In the immediate
wake, the formation region is relatively quiescent in view of its
streamwise coherency. In addition to the streamwise and trans-
verse grid resolution, accurate prediction of the turbulent statistics
in this regime is equally dependent on the flow domain spanwise
length and respective point spacing. Adjoining the vortex forma-
tion regime is an upper and lower free-shear layer that house the
defining physics of transition to turbulence. Properly resolving
transition in these layers requires concentrated streamwise and
transverse gridding much finer than the adjacent outside inviscid
and inside formation regions. Beyond these two domains lies the
Karman vortex street.

Resolving the structural content of these three regimes at all
scales is well beyond the scope of our intent. The impetus herein
is achieving accurate and stable solutions of the wake statistics by
implementing spectral-like differencing stencils in the conserva-
tive and non-conservative forms of the convective derivative.
Changing either the derivative form or the differencing stencil can
control stability of the computation, but the resolution character of
the latter largely governs the solution accuracy. Through previous
experimental measurements and computational results, Kolmor-
gorov scaling is provided at specific points within the three re-
gimes of the near wake. Herein, this information permits careful
comparisons of the spectral content of the computed wake statis-
tics relative to wave number cutoff.

Spatial Resolution. To resolve the turbulent statistics of this
canonical flow by DNS computation at Re53900 (Re5UD/n), a
fixed symmetric O-type grid was generated with 3213241364
points in the streamwise~j lines!, transverse~h lines! and span-
wise directions~z or z lines!, respectively. Jordan@5,9# discussed
the specific spatial resolution characteristics of this structured grid
that justify its use for a DNS computation at Re53900. For the
present O-type grid, the circular boundaries emanate 12 diameters
from the cylinder center and a transformed set of Euler equations
were found satisfactory to exit the shed vortices with no pressure
reflections directed upstream. A branch cut was inserted upstream
of the cylinder to circumvent additional numerical complexities
needed to resolve the wake turbulence across the cut.

Spacing along the circumferentialh-lines is uniform, but these
lines were clustered toward the cylinder surface to avert biasing
resolution of the dissipation rate,@5,9#. The 64 points in the span-
wise direction are uniformly distributed overpD length with pe-

Table 1 Modified cutoff wave numbers k r and k i „scaled by
k maxÄpÕD… where all resolved waves are at least 90% resolved
„see Fig. 1 for notation …

Stencil O~2! O~3! O~5! O~5c! O~3cb!

k̃rD/p 0.25 0.59 0.45 0.53 0.72

k̃iD/p ¯ 0.37 0.53 0.66 0.47

Journal of Fluids Engineering SEPTEMBER 2003, Vol. 125 Õ 827

Downloaded 03 Jun 2010 to 171.66.16.152. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



riodic end conditions. According to the empirical expression
lz /D;20 Re21/2 by Mansy et al.@21# and Williamson@22#, this
spacing resolves each spanwise wavelength (lz) of the large-scale
streamwise eddies by a minimum of seven points of fourth-order
accuracy. We note that the scaled inertial subrange of the wake
turbulence is fully resolved up to nearly five diameters down-
stream.

The LES grid houses twice the grid spacing in all directions
~1613121332 points!. Comparatively, this grid yields less than
1/2 the number of computational points generated for case 2 by
Kravchenko and Moin@23# who solved this flow by a B-spline
technique. The resolved scales of the present LES grid include a
portion of the inertial subrange up to seven diameters down-
stream. Spanwise, cutoff lies near the lower end of the inertial
subrange. Thus, the combined dissipative mechanism of the grid-

scale numerics and the SGS model are expected to stabilize the
computations by sufficiently dissolving the energy scales over the
latter 40% of the near wake grid.

Inasmuch as the instantaneous flow constitutes three elements
~global mean, periodic mean, and random!, the random field sta-
tistics are acquired by phase averaging. Below, the computed tur-
bulent energy spectra depict averaging of three datasets. Each
dataset is in-phase according to the measured Strouhal number
St50.21,@24#; St5 f U/D wheref is the shedding frequency of the
shed Karman vortices. Averaging three datasets~with a 50% over-
lap! reduced the predicted dissipation rate error in the DNS com-
putations to within 2% of the experimental measurements. This
procedure produced over 300 spanwise realizations for determin-
ing the energy spectra from the DNS results where each compu-
tational point is treated as a separate event.

Low-Re Simulations: ReÄ200. Before attempting to resolve
the turbulent wake physics, we desire to perform several prelimi-
nary tests to essentially assess the solution accuracy of the pro-
posed stencils as applied to the various forms of the convective
derivative. Three-dimensional simulations at Re5200 will serve
our intention where the near wake is laminar, but unsteady. The
streamwise and transverse grid resolutions~121399! are identical

Fig. 2 Differencing, interpolation and filtering stencils; notation O–indicates order; 2, 3, 4, 5 and
6–order number; c–compact differencing; cf–compact filtering; i–explicit point interpolation;
f–explicit filtering; ci–compact interpolation; cui–compact upwind interpolation. Example,
O„4c4cui … denotes fourth-order compact differencing of fourth-order compact upwind interpolated
quantities.

Table 2 Modified cutoff wave numbers k r „scaled by
k maxÄpÕD… where all resolved waves are at least 90% resolved
„see Fig. 2 for notation …

Stencil O~2! O~4c! O~4c6f! O~4c4ci! O~4c4cui! O~5c!

krD/p 0.25 0.59 0.45 0.53 0.72 0.79
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to the grid spacing tested by Jordan and Ragab@6#. To capture the
spanwise fluctuations, we added 32 points equally distributed over
pD length in thez-direction.

Table 3 lists several mean characteristics~time-averaged over
seven shedding cycles! that are commonly compared when testing
the accuracy of proposed solution methodologies for the cylinder
low-Re wake. Experimental measurements from various sources
are included in the table as well as the computations by Rosenfeld
et al. @25# who used a second-order-accurate technique over a
slightly coarser grid~8138533!. Apart from the rotational form,
the predicted mean properties of each simulation closely agree
with the experimental evidence. The inaccuracies given by the
rotational form are directly attributed to the large truncation error
emanating normal from the cylinder surface. The largest error is
evident in the predicted mean base pressure coefficient (CpB),
which is also depended on the neighboring streamwise and span-
wise resolutions. However, at this Re this parameter is only
weakly depended on the spanwise fluctuations since they were
typically less than 10% of the mean streamwise velocity inside the
formation region.

DNS and LES Results. In the DNS computations, the fifth-
order compact stencil was combined with standard fourth-order
Padédifferencing in the spanwise direction; notation A~5c4ci!.

Knowing that wavenumber cutoff is beyond the inertial subrange
throughout the formation region of the DNS grid at Re53900, we
would not expect notable improvements in the energy spectra pre-
dictions by increasing the spatial accuracy of the advective deriva-
tive ~j,h-directions! from the explicit third-order to the compact
fifth-order scheme. This deduction is clearly evident in the com-
parisons to the experimental data along the circumferential line
r /D53.0 as illustrated in Fig. 3~a!. Cutoff at this radius iskhd
50.125, which extends into the dissipation range of the energy
spectra. Although a minor improvement is indicated, sufficient
spatial resolution is provided to alleviate overdamping of the fin-
est resolved scales by either scheme.

Further downstream atr /D57.0 ~Fig. 3~b!!, where cutoffkhd
50.07 lies near the upper bound of the inertial subrange, the
superior resolving power of the compact fifth-order upwind stencil
becomes apparent over the explicit third-order scheme. The dissi-
pative error of the third-order stencil shows distinct signs of ex-
cessive damping over nearly 1/2 of the grid-scales. At cutoff, the
dissipation rate in Kolmorgorov units of the third-order scheme is
only 1/3 of that resolved by the compact stencil~Fig. 4~a!!. The
truncation error of the former stencil clearly governs dissipation
of the energy forward scatter when cutoff lies within the inertial
subrange. The effects on turbulence production are equally dam-

Fig. 3 DNS results of the explicit third-order and compact fifth-order differencing „advective deriva-
tive … of the streamwise energy spectra „in Kolmorgorov units … compared to the experimental
measurements, †24,26‡

Table 3 Parameters from simulations of the cylinder wake at Re Ä200 „see Fig. 2 for notation …; CL : lift coefficient, CD : drag
coefficient, St: Strouhal number, l c : formation length, CpB : base pressure coefficient, and us : separation angle

References cited in Table are@31–34#.
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aging. As shown in Fig. 4~b!, the energy produced in the near
wake at this downstream location is only 1/2 of the experimental
data. Conversely, the truncation error of the compact fifth-order
stencil shows no marked degradation on the resolved production
and dissipation of turbulence even when the cutoff wave number
extends into the inertial subrange of the corresponding energy
spectra.

In the following LES results, upwind interpolation was neces-
sary in the spanwise direction to maintain converging solutions;
notation A~5c4cui!. Phased-averages of the streamwise total en-
ergy spectra~resolved plus model! are compared to the experi-
mental measurements,@24,26#, in Fig. 5~a! at downstream radii
r /D51.0 ~formation region! and r /D55.0 ~vortex street!. This
figure includes the energy profile of explicit fifth-order upwind
differencing for the convective derivative at locationx/D55.0 as
reported by Beaudan and Moin@27#. Their computations as well
as the experimental measurements were converted from the fre-
quency spectrum to the wave number spectrum using Taylor’s
hypothesis,@24#. Interestingly, their explicit upwinding still se-
verely damped the finest resolved wavenumbers compared to the
present compact fifth-order stencil even though they implemented

a finer spatial resolution~1443136348 grid!. The present LES
profile at r /D55.0 shows a slight degradation of the predicted
spectral energy that is largely attributed to the cutoff wave number
lying inside the lower bound of the inertial subrange (khd
50.041). Specifically, the spectral energy is under-predicted at
cutoff by about 50%. The figure also shows the phased-averaged
energy spectra of the corresponding SGS field. Encouraging signs
are indicated at the lower wave numbers where the model contri-
butions improve with decreasing spatial resolution. Unfortunately,
opposite contributing characteristics are evident at the resolved
moderate to high wave numbers. Overall, the model contributions
to the total energy field are essentially negligible.

A striking degradation of resolved energy only became apparent
when the advective derivative in the spanwise direction was
switched from the A~4cui! scheme to the compact fifth-order sten-
cil A ~5c!. The harmful effects that were originally discovered by
Beaudan and Moin@27# are clearly reproduced in the energy spec-
tra, which are shown in Fig. 5~b!. We can observe discernible
damping of the transverse spectra (E22) even when the inertial
subrange is fully resolved at the grid-scale level (khd50.142 at
r /D51.0). Notably, the SGS model spectra are equally affected

Fig. 4 DNS results of the explicit third-order and compact fifth-order differencing „advective deriva-
tive … of the streamwise dissipation rate and turbulence production „both in Kolmorgorov units … com-
pared to the experimental measurements, †24,26‡

Fig. 5 Phase-averaged LES computations using the compact stencil A „5c4cui …; „a… compari-
sons of the streamwise energy spectra to the experimental measurements, †24,26‡ and LES
results of Beaudan and Moin †27‡, „b… switch from fourth-order Pade ´ to compact fifth-order
stencil in spanwise direction A „5c5c …
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by the stencil change. This result is expected because the SGS
model contributions are determined through explicit filtering the
finest scales of the resolved field.

The streamwise energy spectra as predicted by the K~4cui!
scheme is compared to the experimental measurements,@24,26#,
in Fig. 6. The notation K~4cui! denotes cell-centered fourth-order
Padédifferences with fourth-order upwind interpolation as applied
to the Arakawa form of the convective derivative in all directions.
Similar to the previous fifth-order stencil for the advective deriva-
tive ~Fig. 5~a!!, the K~4cui! scheme gives the correct spectral
magnitudes and distribution of the resolved energy-bearing scales
of both the fine-grid formation region and coarse-grid wake. How-
ever, this conservative scheme also generated an excessive energy
buildup over the upper 25% of resolved wave numbers atr /D
51.0 that comprise the inertial subrange (khd50.142). While the
stencil is apparently stable enough to insure convergent solutions
over coarse grid-spacing, the SGS model coupled with the inher-
ent dissipative element of upwind interpolation does not suffi-
ciently control aliasing of the finest grid scales. Moreover, the

eddy-viscosity model responds to aliasing by over-contributing
broadband SGS energy for this same range of resolved wave num-
bers. We can further observe that the SGS model performance is
counter-productive, meaning that contributions degrade with
downstream distance over all resolved scales.

The instantaneous spanwise structure of the turbulent wake is
an excellent indicator of the expected energy spectra. Evidence of
this fact is displayed in Fig. 7 for the three stencils just discussed
where the pressure contours resemble 2D spanwise-streamwise
cuts taken along the downstream symmetry plane (x/D>0.5). We
first note that each stencil resolves the largest scales equally as
indicated by their similar maxima and minima. However, the left
figure, which denotes compact fifth-order differences in all direc-
tions, clearly lacks the intermediate and fine turbulent scales that
constitute the resolved inertial subrange within the formation re-
gion. Conversely, the K~4cui! scheme results as shown in the cen-
ter figure are plagued by aliasing in the vortex street due in an
insufficient grid resolution and under-achieving SGS model. The
turbulent physics of the wake are best resolved by the present
grid-spacing using the compact fifth-order stencil in the wake di-
rections coupled with the fourth-order cell-centered Pade´ scheme
~with upwind interpolation! for differencing the spanwise convec-
tive derivative; notation A~5c4cui!. These results suggest that
given permanent restrictions on generating sufficient spatial reso-
lution throughout the turbulent wake, a suitable differencing strat-
egy is a spectral-like upwind scheme for the convective derivative
in the direction of degrading spatial resolution with momen-
tum and energy conservation satisfied in the spanwise periodic
direction.

We can further explore the resolution efficiency of the
A~5c4cui! scheme by comparing the total Reynolds stresses and
mean streamwise velocity~Fig. 8! transverse to the wake center-
line to the hot wire measurements,@28#, and previous LES results,
@27,29,30#. Apart from the peak values, the present normal stress
distributions within the formation region closely agree with the
fine-grid second-order LES results. However, the peak experimen-
tal values are replicated to within 5% by the A~5c4cui! scheme.
The mean velocity profiles indicate a U-shape that differs from the
experimentally measured V-shape. Recently, this difference has
received much attention and is argued to be attributed to the span-
wise resolution. Kravchenko and Moin@23# achieved the
U-shaped profile by using 48 points equally distributed overpD
length. Their LES computations were second-order accurate and
divergence-free with fine O-type gridding. But as illustrated in the

Fig. 6 Comparisons of the streamwise energy spectra to the
experimental measurements †24,26‡ along radii r ÕDÄ1.0 and
r ÕDÄ5.0; scheme K „4cui …

Fig. 7 Spanwise-streamwise instantaneous pressure contours; stencil A „5c5c …, max.
0.41, min. À1.5, incr. 0.065; „b… stencil K „4cui …, max. 0.15, min. À1.5, incr. 0.055; „c…
stencil A „5c4cui …, max. 0.30, min. À1.5, incr. 0.06
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figure, these same profiles can be predicted with 32 points~33%
reduction! if one substitutes the fifth-order compact stencil for
discretizing the advective form of the convective derivative. We
note that the LES computations shown in the figure over-predict
the mean streamwise velocity within the free-shear layers. This
result is a direct consequence of the O-type grid where concen-
trating sufficient resolution locally within the shear layers is a
difficult task.

Apart from the observed disparity in the energy spectra and
turbulent structure, we can still pose a final argument favoring the
two upwind strategies of differencing and interpolation. The pa-
rameters list in Table 4 best gauge the accuracy of the numerics
and the adequacy of the wake’s grid resolution. Each LES com-
putation listed in the table implemented a spanwise length (Lz) of
p diameters. Both upwinding strategies generated comparable
mean values for these cylinder wake parameters within the experi-
mental uncertainties. In view of the three analogous computations,
this evidence indicates that one can attain equivalent accuracy
with less spatial resolution by substituting as the convective ele-
ment either compact fifth-order upwinding for approximating the
nonconservative advective derivative or the cell-center fourth-

order stencil for differencing the conservative Arakawa term.
However, either choice must be coupled with a conservative sten-
cil in the spanwise periodic direction.

Final Remarks
Today, fluid dynamists who are attempting to resolve the turbu-

lent wake structure and statistics of bluff-bodies have essentially
two core options of control when implementing a DNS or LES
methodology. Over the past decade, we have learned much about
the requirements of one option for improving our predictive accu-
racy; namely, the grid resolution. Most notably, accurate predic-
tion of the near wake’s streamwise pressure field when using dis-
cretization techniques demands sufficient length and spacing
width in the spanwise direction to resolve the turbulent content of
the local contributing structures. Moreover, the far-field vortex
exit boundary should be placed sufficiently downstream~at least
ten diameters beyond the formation region! to permit use of
coarse grid spacing and approximating flow boundary conditions
outside the field of interest.

Fig. 8 Comparisons of the time-averaged streamwise „u 8u 8… and transverse „v 8v 8… total
Reynolds stress using the A „5c4cui … scheme to the experimental measurements, †37‡, and
previous LES results, †32,33‡

Table 4 Mean parameters from simulations of the cylinder wake at Re Ä3900 „see Table 3 for parameter notation …; 1: Ref. †27‡, 2:
Ref. †29‡, 3: Ref. †30‡, 4: advective form „Stencil 5 c4cui …, 5: Arakawa form „Stencil 4 c4cui …, 6: advective form „Stencil 5c5c …

References cited in Table are@28#, @32#, @35–37#.
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The second option of choice that strongly influences the solu-
tion accuracy certainly deserves more attention than the preceding
one. This option was the focus of the present development. Pre-
viously, we learned that explicit upwinding for discretizing the
convective derivative is suitable only under fine gridding of DNS
quality. This fact is confirmed under the present DNS predictions
of the turbulent wake where explicit third-order upwinding and
compact fifth-order upwinding attained equal results of turbulent
spectral energy only when the respective inertial subrange was
fully resolved at the grid-scale level. These stencils approximated
the advective form of the convective derivative for solving the
incompressible wake flow of the circular cylinder at the subcriti-
cal Reynolds number of Re53900.

• But the present compact fifth-order upwind stencil~with
compact third-order upwinding for the first field point off the wall
boundary! holds spectral-like resolution power far superior than
its companion explicit schemes. This characteristic proved excep-
tional when wave number cutoff of the grid-scales approached the
upper bound of the inertial subrange. The inherent dissipative el-
ement associated with this upwind stencil as given by the trunca-
tion error provided enough damping in the poorly resolved turbu-
lent regions near vortex exit to sustain convergence without
discernible ‘‘wiggles’’ in the local instantaneous pressure con-
tours. Overall, the stencil relaxes the CPU requirement of the
DNS computation by properly resolving the wake spectral physics
at wave number cutoff that approaches the upper limit of the
inertial subrange.

The present LES simulations, as well as numerous previous
works, provide us with some useful insight toward resolving tur-
bulent wakes. But high-order symmetric stencils breed instabili-
ties when they are applied to the divergent form of the convective
derivative over coarse spatial resolution.

• The present compact fourth-order upwind interpolation of the
nodal quantities that provides the convective flux for symmetric
cell-centered stencils supplies sufficient dissipation of the numeri-
cal instabilities to maintain converging solutions. However, we
note that its inherent dissipative element coupled with the dy-
namic form of the SGS model lacked full control over aliasing
when the wave number cutoff fell within the lower limit of the
inertial subrange in the energy spectra; such as the near wake exit
boundary.

Ensuring that wavenumber cutoff lies within the inertial sub-
range in the spanwise direction quickly taxes the CPU require-
ment. Consequently, most gridding of bluff-body wakes~includ-
ing the present grid! under-resolve the inertial subrange in the
spanwise direction. The grid cells near the body typically own
aspect ratios much higher than those further downstream. When
attempting to invoke the spectral-like fifth-order upwind stencil in
all directions, the spectral distributions showed excessive damping
that extended well into the energy range. Loss of this energy was
due to the coarse spanwise grid-scales and lead to under-predicted
mean pressures in the formation region and consequently an over-
predicted mean drag coefficient.

• The correct energy spectral distributions and mean param-
eters of the wake came when the fifth-order upwind stencil in the
spanwise direction was replaced by the fourth-order cell-centered
Padéapproximation with fourth-order upwind interpolation. This
final strategy for approximating the nonlinear convective deriva-
tive supplies the proper dispersive and dissipative properties of
each stencil given a simple structured grid-scaling of the turbulent
wake.

We close these remarks with the following thought. Attempts to
improve the statistical contributions of the dynamic SGS model
proved futile by simply raising the resolving efficiency of the grid
scales. Outside of the critical damping just discussed, the spectral
distribution and low magnitudes of the model energy were essen-

tially independent of the tested convective derivative or stencil.
Conversely, a close look at the instantaneous turbulent eddy vis-
cosity revealed levels increasing with degrading spatial resolution
and exceeding the molecular viscosity by a order-of-magnitude
when the inertial subrange was largely unresolved. This observa-
tion suggests that the dynamic eddy-viscosity form of the SGS
model can respond to stabilize the LES computation in the coarse
grid regions of the turbulent wake when one improves the resolv-
ing power of the differencing approximations for the convective
derivative at the grid-scale level.
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Mixing and Entrainment
Characteristics of Circular and
Noncircular Confined Jets
The present work deals with the experimental investigation of entrainment characteristics
of confined/semiconfined circular and noncircular jets. The jet fluid, after issuing out of a
nozzle of circular or noncircular cross section, enters a circular mixing tube of larger
area, and during this process it entrains some ambient fluid into the mixing tube. The flow
is incompressible and isothermal at a jet Reynolds number of 7200. The experimental
results obtained in the study are first validated with the approximate theoretical analysis
of Pritchard et al. (1997) and also with the similarity solution proposed by Becker et al.
(1963) for circular nozzles. It is observed that the similarity solution is applicable for
circular as well as noncircular jets in the region close to the jet axis and away from the
nozzle exit plane. The entrainment ratio increases to a maximum value as the jet location
is shifted away from the tube inlet; for the configurations studied, enhancement up to 30%
has been observed in the entrainment ratio with shift in jet location. For a smaller mixing
tube diameter and jet located at the inlet of the mixing tube, the circular jet entrains more
than noncircular jets. For a larger mixing tube or shifted jet locations, the noncircular
jets entrain more of ambient fluid, in general. Among the different noncircular geometries
considered, the jet having the cross section of an isosceles triangle causes maximum
entrainment.@DOI: 10.1115/1.1595676#

Introduction
Confined turbulent jets are encountered in several applications

such as jet pumps, ejectors, combustors, thrust augmentors in
VTOL/STOL aircraft, and noise suppression devices. In the case
of combustion appliances such as atmospheric aerated burners,
efficient combustion depends on the amount of primary air en-
trained by the jet issuing from a nozzle or orifice. The shape of the
nozzle cross section can play an important role in enhancing the
level of air entrainment and the extent of mixing between the fuel
jet and primary air within the mixing tube. The present study deals
with the experimental investigations of primary atmospheric air
entrainment and the spread for circular and noncircular jets issu-
ing into a circular tube. For the sake of simplicity, the jet fluid has
also been taken as air.

Flow structure of a confined jet differs fundamentally from that
of a free jet because of the facts that the flow momentum is not
conserved and adverse pressure gradient caused by confinement
considerably alters the entrainment ratio and mixing. But it has
been observed that the initial region still bears some of the essen-
tial features of a free jet. As pointed out by Rajaratnam@1#, the
assumption of self-preservation of velocity profile for circular
confined jets is also valid in the region downstream of the poten-
tial core. In the pioneering work by Craya and Curtet@2#, the flow
field for confined co-flow jets has been described and predicted
with the help of a nondimensional parameter called the Craya-
Curtet number (Ct). The experimental studies of Becker et al.@3#
have shown that the flow and mixing characteristics of an isother-
mal confined jet are unique functions ofCt . For confined jets,
where the velocity of the co-flowing stream is unknown, Pritchard
et al. @4# have proposed an analytical expression for the entrain-
ment ratio based on simple momentum and energy balance.

In recent years, efforts have been made to characterize the jet
flow field, using both numerical simulation and detailed experi-

ments~Singh et al.@5#, Miller et al. @6#, and Dahm and Dimotakis
@7#!. In order to enhance entrainment and mixing, various tech-
niques have been developed which include active and passive
flow control. In active flow control, mixing can be enhanced either
by forcing the jet at a frequency close to one of its natural fre-
quencies with the help of acoustic or electromagnetic devices~Za-
man and Hussain@8,9# and Husain et al.@10#! or by adding sec-
ondary flow with or without swirl upstream of the nozzle~Martin
and Meiburg@11#!. However, passive flow control is much simpler
and economical, and can be achieved in several ways: placement
of an obstruction-like body in the near field of the jet, introduction
of tabs or notches at the nozzle exit~Tong and Warhaft@12#,
Rajagopalan and Antonia@13#, and Olsen et al.@14#! and changes
in the nozzle cross section from circular to noncircular shape
~Krothapalli et al.@15#, Vandersburger and Ding@16#, and Tam
@17#!.

In the past 15 years, considerable understanding has been
gained on flow control using noncircular jets,~Gutmark and Grin-
stein @18#!. In shear flow control methods, the basic idea is to
destroy the symmetry present in circular jets, by manipulating the
natural development of the small as well as large-scale structures.
As a result, the flow becomes fully three-dimensional and gives
rise to greater entrainment and mixing.

Most of the studies mentioned above deal with noncircular free
jets. Only a few studies are available on the flow characteristics of
jets which mix with atmospheric air entrained due to ejector ac-
tion, in a mixing tube~Kolluri et al. @19#!. Typically, this situation
arises in a Bunsen burner with air vent open, or in an atmospheric
aerated burner. At present, available comparative studies on the
turbulent mixing characteristics of circular and noncircular jets of
various shapes under similar experimental conditions are rather
limited ~Mi et al. @20#!. Also, a complete understanding of the
confined noncircular turbulent jet flow is yet to evolve. In particu-
lar, effects of parameters such as the diameter ratio between the jet
and mixing tube, jet location with respect to the tube inlet, etc.,
need to be clarified. Therefore, the main objective of the present
study is to experimentally investigate the entrainment behavior of
various noncircular jets and compare the features with those of a
circular jet of the same flow area.
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Experimental Procedure

Experimental Setup. Figure 1 shows the schematic of ex-
perimental setup used for the measurement of entrainment. A
sharp-edged orifice of 2 mm diameter with standard taps con-
nected to a water-filled manometer has been designed to measure
the jet flow rate. It was calibrated using a positive displacement-
type flow meter, which can measure flow rate with an accuracy of
1.66731025 m3/s. Eight different nozzles were used in the
present study, and the relevant dimensions of the noncircular jets,
in terms of equivalent circular jet radius, are shown in Fig. 2. The
dimensions are so chosen that the flow cross-sectional area (Aj ) is
equal for every jet considered. In order to fabricate noncircular
jets, a through-hole was first made using a CNC wire-cutting ma-
chine in a copper plate of 17 mm thickness~see enlarged view in
Fig. 1!. This hole was later enlarged to the required noncircular
orifice shape of 3 mm equivalent diameter, using a wire of 0.02
mm diameter in the CNC machine. As length-to-diameter ratio of
the nozzle is 5.67, the boundary layer thickness at the nozzle exit
is expected to be only a small fraction of the equivalent jet diam-

eter (D j5A4Aj /p). A traversing apparatus with a least count of
0.1 mm has been used to locate the Pitot tube, while measuring
the flow velocity.

Total pressure and static pressure probes were used for measur-
ing the mean axial velocity. Differential pressure was measured
using a digital micro-manometer with a least count of 0.01 mm
water column. In order to study the effect of mixing tube diameter
on entrainment, three acrylic tubes of 39 mm, 65 mm, and 90 mm
diameter were taken. During the initial experimental studies, the
length of the mixing tube was kept same, while the diameter was
varied. This resulted in the jet not expanding up to the full cross
section of the tube in the case of larger diameter tube; conse-
quently, flow visualization using smoke revealed reverse flow
close to the exit of the mixing tube. Therefore, in order to keep the
system of jet and mixing tube hydrodynamically consistent, the
length-to-diameter ratio of all the tubes was kept the same~i.e.,
4.2! and this length of the tube was just adequate for the jet to
expand up to the full cross section of the tube. Care has been
taken to ensure concentricity, by aligning the jet and mixing tube

Fig. 1 Schematic diagram of the experimental setup
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axes mechanically as well as hydrodynamically. Mechanical
alignment between the mixing tube and jet nozzle was ensured
with the help of suitable adapter-like devices and the alignment
was subsequently verified by the hydrodynamic method using a
Pitot tube traverse.

Experimental Conditions. Experiments were performed for
constant density flow at atmospheric temperature. Compressed air
was used for the nozzle stream, with a constant air flow rate of
2.9231024 kg/s (Q52.431024 m3/s), maintained using a flow
regulator. The corresponding Reynolds number (Rej) based on
equivalent jet diameterD j and average inlet velocityU j is 7200.
The average jet inlet velocity here is defined asU j5Q/Aj .

As indicated in earlier studies~Ghanshyam Singh et al.@5#!, the
entrainment ratio varies if the jet location is shifted away from the
mixing tube inlet. In order to quantify the variation in the entrain-

Fig. 2 Dimensions of various jets used in the study

Fig. 3 Measurement stencil, showing radial interval for different planes. „The
corresponding axial locations are indicated below each stencil. …

Fig. 4 Comparison between experiments and Pritchard’s rela-
tion
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Fig. 5 Velocity profile on major and minor axis for various jets

Table 1 Scatter in maximum entrainment ratio

Tube Diameter CJ EJ1 EJ2 EJ3 SJ RJ ETJ ITJ

39 mm 12.8160.10 12.3960.10 12.2960.15 12.2160.19 12.5060.04 12.1860.16 12.5460.22 12.5460.17
90 mm 30.7760.49 29.3660.50 32.6960.50 29.0160.17 28.9160.50 31.2860.30 30.1660.47 31.7160.56
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ment ratio for different relative positions of the jet with respect to
the mixing tube inlet, jet location (Jl) was varied in steps of five
equivalent jet diameters (D j ) up to 25D j .

For the case with a 39 mm tube diameter and jet located at the
base plane (Jl50), detailed in-plane measurements were also car-
ried out at the axial locations of 5, 7.5, 10, 15, 25, 40, and 55 jet
diameters within the mixing tube. On each plane, 25 points with
radial intervals as indicated in the measurement stencil~Fig. 3!,
were taken. For all other jet locations, measurements were carried
out only at the top most plane. Here, the primary objective was to
quantify the variation in entrainment ratio. The entrainment ratio
has been estimated as

R5
Qt2Qj

Qj
(1)

whereQt5*0
r tu2prdr .

Also, Qj and Qt are the volume flow rates within the jet and
mixing tube, respectively, andu is the axial velocity. The selection
of a suitable plane to evaluateQt is very important because of the
presence of recirculation zone inside the mixing tube in many
cases. In the present study, entrainment estimation based on the
exit plane was found to give the most reliable and physically
realistic results. Gaussian quadrature was used to integrate the
velocity data over the flow cross section, to obtain the entrainment
ratio. Measurements were repeated at least three times in each
case. The repeatability of the measured data for entrainment ratio
is illustrated in Table 1 using the scatter observed between differ-
ent experimental runs for identical flow conditions. It is evident
that the scatter is less than 1.8% for the entire range of conditions
employed for the circular and noncircular jets.

Results and Discussion
In order to confirm the consistency of the experimental proce-

dure, entrainment ratio for a circular jet was measured for three
different mixing tube diameters having aspect ratio (Dt /D j ) 13.0,
21.67, and 30.0, at a fixed jet velocity. In this measurement, the
nozzle exit was aligned exactly with the mixing tube inlet (Jl
50). Based on a simple mass and momentum balance, Pritchard
et al. @4# proposed an expression for the entrainment ratio in the
form

Rc5
2~11s!

2
1A sAt

Aj~11Cl !
(2)

wheres is the density ratio (r j /r`), Cl is the loss coefficient and
At and Aj are the mixing tube and jet areas, respectively. The
present results are compared in Fig. 4 with the predictions ob-
tained from Eq.~2!, for an assumed loss coefficient valueCl of
0.2. The entrainment ratio is expected to vary linearly with mixing
tube diameter as per Eq.~2! and for the three aspect ratio values
considered in the present study, the experimental data are reason-
ably close to the corresponding theoretical value.

Mean Velocity Field. Figures 5~a–f! show the radial profiles
of mean axial velocity for circular and noncircular jets at different
normalized axial positions. In these figures, the mean axial veloc-
ity u(x,y) is normalized with the respective value at the center-
line, i.e.,u(x,0) and the radial distance is scaled by the jet half-
width (y0.5). It should be possible to reduce many radial profiles
into a single curve by such normalized representation, if the ve-
locity profile exhibits self-similarity. The jet half-width is defined
as the transverse distance from the jet axis to the location where
the mean axial velocityu(x,y) is half of the centerline value
u(x,0). Figure 5~a! shows that the velocity profiles for circular jet
at different sections on theX-Y and X-Z planes~please refer to
Figs. 2~a! and 2~b!! almost completely reduce to a single curve.
Becker et al.@3# proposed a similarity solution of the formu/Uc

5exp@20.693(Ru)1.82#, where Ru5y/y0.5 for constant density
jets.

The present experimental observations shown in Fig. 5~a! are in
complete agreement with the equation proposed by Becker et al.
@3# in the core region of circular jet. For the zone close to the wall
(y/y0.5.1), however, the similar profile does not apply due to the
growth of boundary layer along the wall of the mixing tube and
the recirculatory zone which may exist at the enterance of the
mixing tube. For noncircular jets also, similar profile appears to be
approximately valid in the jet core region; however, a consider-
able scatter is also observed in the data as compared to the equa-
tion proposed by Becker et al.@3#. For noncircular jets of unit
aspect ratio~for the shapes of square and equilateral triangle!, the
scatter is observed to be relatively less. For jets with aspect ratio
different from one~cross-sectional shapes of ellipse, rectangle,
and isosceles triangle! scatter is more in the initial region (y/y0.5
,1) close to the nozzle exit whereu/Uc.1 and the zone close to
the wall of mixing tube (y/y0.5.1). The large scatter in the initial
region can be attributed to the occurrence of three-dimensional
flow phenomena such as axis switching; the large scatter near the
wall could be due to the growth of wall boundary layer, the pres-
ence of recirculatory zone, and the three-dimentionality of the
flow.

Jet Decay. In Fig. 6, the reciprocal of the normalized center-
line velocity (U j /u) is plotted as a function of the normalized
axial distance, (x/D j ) for different jets. Experimental data shows
that the rectangular jet decays faster by about 10% than the circu-
lar jet. Also, the decays for all the other noncircular jets fall be-
tween these two. The decay of isosceles triangular jet also comes
very close to that of the rectangular jet. A higher rate of decay is
an indication of better mixing and earlier studies have found that
the asymmetry present in the noncircular jets promotes mixing.

Jet Spread. Figures 7~a–c! show a comparison of the stream-
wise variations of jet half-widths~normalized byD j ) for different
jet configurations. In order to avoid clutter, the jet-half widths on
major and minor axis planes (Sy andSz , respectively! have been
plotted separately for the elliptic jets, rectangular jets, and trian-
gular jets ~Figs. 7~a–b!!. Figure 7~c! shows the variation in
equivalent jet half-width, defined asSeq5(SySz)

1/2 following Hu-
sain and Hussain@21#. Comparisons of the spread rates along the
two planes have also been shown in Figs. 8~a–c!, for some typical
cases. In earlier studies~Husain and Hussain@21# and Ho and
Gutmark @22#!, it has been observed that before the first axis-
switch, jets spread at a much higher rate in the minor plane than in
the major plane; after this the slope of the half width in major
plane is slightly higher than that in the minor plane. The crossover
point between the spread rates along the two planes can be iden-
tified as the location of axis-switching. Similar features have been
observed in the figures shown. It can be noticed from Fig. 7~c!

Fig. 6 Centerline velocity decay
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that the noncircular jets spread faster than the circular jet with the
maximum spread rate for rectangular and isosceles triangular jets.
These observations are in agreement with the earlier findings of
Miller et al. @6# that jets with elongation and corners spread faster
due to the presence of large-scale structures and three-
dimensionality of flow.

Entrainment. Figures 9~a–d! show the variation of experi-
mentally measured entrainment ratio as a function of jet location
for two different mixing tubes of diameter 39 mm~9~a!, 9~b!! and
90 mm~9~c!, 9~d!!. It is seen from the figures that as the position
of the jet shifts away from the mixing tube inlet, entrainment ratio

increases because of exposure of the jet to the free atmosphere.
However, as the jet location is shifted further away, the jet ex-
pands almost up to the size of the mixing tube and any further
shift causes spillage; hence, the flow rate through the tube is re-
duced. Thus, for any jet configuration and mixing tube diameter,
there is an optimal location of the nozzle exit, for which the en-
trainment attains a peak value.

The magnitude of the peak and the corresponding distance of
shift (Jl) for different jets depend upon the location of the axis
switching, the strength of the recirculation zone formed at the
mixing tube inlet and the diameter of the mixing tube. For a
smaller mixing tube, noncircularity of the jet does not seem to be
very effective in promoting entrainment due to strong interaction
between the jet and the boundary layer near the tube wall. Hence

Fig. 7 Jet half-width variation for mixing tube diameter 39 mm
„Dt ÕDjÄ13…

Fig. 8 Comparisons of spread rates along two planes. 39 mm.
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the circular jet exhibits maximum level of entrainment for this
case. For a larger mixing tube, however, noncircular jets achieve
higher level of entrainment since axis-switching and other three-
dimensional flow phenomena play a greater role. Enhancement up
to 20% was seen in the entrainment ratio for the smaller mixing
tube and it increased up to 30% for the larger mixing tube.

Correlation for Entrainment Ratio. In order to predict the
variation in entrainment ratio for different noncircular jets, based
on the experimental data obtained in the present study, a correla-
tion has been developed. The existing Pritchard’s relation for con-
fined circular jet has been modified to incorporate the effect of jet
location and distinct features of noncircular jets such as the num-
ber of corners and elongation. In order to incorporate the effect of
jet location, a second-order polynomial has been fitted for each
jet, as seen from the curves shown in Fig. 9~a–d!. Also, the
present investigations and earlier studies on three-dimensional jets
show that elongation and corners help in promoting the level of
entrainment. Entrainment is expected to increase with the inverse
of the number of corners and with the jet aspect ratio. In order to
highlight the effects of such geometrical parameters, the number
of corners~N! and the jet aspect ratio~A! have been taken as
exponents of theperimeter ratiobetween the noncircular and cir-
cular jets (Pnc /Pc), in the correlation expression. In the present
study, it has been observed that as the location of the jets shifts
away, the slope of the entrainment ratio curve for noncircular jets
increases as compared to that of the circular jet. This has been
incorporated in the correlation by including the location, i.e.,X in
the exponent to theperimeter ratio. The final form of the corre-

lation along with the four empirically determined constants is
shown in Eq.~3!. The number of cornersN varies from three for
triangular jet to` for circular and elliptic jets.

Rnc5Rc@aX21bX11#FPnc

Pc
G @~bX11!~g/N1hA!#

(3)

wherea520.0009,b50.021,g50.15, andh50.018.
In Fig. 10, results using Eq.~3! are compared with the actual

experimental data. It is noticed that the maximum deviation be-
tween the correlation and the data is within65%.

Conclusions

• The experimental study shows that noncircular jets provide
greater entrainment and mixing with ambient fluid than cir-
cular jets, in general. However, the entrainment ratio depends
on the mixing tube diameter.

• It is noticed that for a smaller mixing tube, circular jet has
more entrainment than noncircular jets~with the maximum
difference of 20%! when the nozzle exit location coincides
with that of the tube inlet. For a larger mixing tube, and jet
locations coinciding with the tube inlet (Jj50.0), isosceles
triangular jets provide largest entrainment which is nearly
10% more than that of the circular jet. When the location of
jet is shifted away from the mixing tube inlet, entrainment
ratio for all the noncircular jets is found to be more as com-

Fig. 9 Entrainment variation with jet location
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pared to that of the circular jet. Enhancement of up to 30%
has been obtained for the entrainment ratio, by shifting the jet
location.

Nomenclature

A 5 ratio of major to minor jet axis
Aj 5 jet cross section area

AR 5 aspect ratio (Dt /D j )
Cl 5 loss coefficient
D j 5 equivalent jet diameter (A4Aj /p)
Dt 5 mixing tube diameter
Jl 5 jet standoff distance
N 5 number of corners
P 5 perimeter
Q 5 volume flow rate
R 5 entrainment ratio
r 5 radius

Rej 5 Reynolds number (D jU j /n)
Sy 5 jet half-width ~major axis!
Sz 5 jet half-width ~minor axis!

Seq 5 equivalent jet half-width
Tl 5 mixing tube length
u 5 axial velocity

Uc 5 centerline velocity
U j 5 average jet velocity (Q/Aj )

x 5 axial distance
X 5 normalized distance (x/D j )

y, z 5 transverse distances
Y, Z 5 (y/D j ,z/D j )
y0.5 5 jet half-width ~circular jet!

Subscripts

c 5 circular
j 5 jet
l 5 length

nc 5 noncircular
t 5 tube

` 5 ambient

Greek Symbols

s 5 density ratio
r 5 density
n 5 viscosity

Abbreviations

CJ 5 circular jet
ETJ1 5 elliptic jet ~A51.5!
ETJ2 5 elliptic jet ~A52.0!
ETJ3 5 elliptic jet ~A52.5!

SJ 5 square jet
RJ 5 rectangular jet

ETJ 5 equilateral triangular jet
ITJ 5 isosceles triangular jet
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Behavior of Radial
Incompressible Flow in
Pneumatic Dimensional Control
Systems
The application of pneumatic metrology to control dimensional accuracy on machined
parts is based on the measurement of gas flow resistance through a restricted section
formed by a jet orifice placed at a small distance away from a machined surface. The
backpressure, which is sensed and indicated by a pressure gauge, is calibrated to measure
dimensional variations. It has been found that in some typical industrial applications, the
nozzles are subject to fouling, e.g., dirt and oil deposits accumulate on their frontal areas,
thus requiring more frequent calibration of the apparatus for reliable service. In this
paper, a numerical and experimental analysis of the flow behavior in the region between
an injection nozzle and a flat surface is presented. The analysis is based on the steady-
state axisymmetric flow of an incompressible fluid. The governing equations, coupled with
the appropriate boundary conditions, are solved using the SIMPLER algorithm. Results
have shown that for the standard nozzle geometry used in industrial applications, an
annular low-pressure separated flow area was found to exist near the frontal surface of
the nozzle. The existence of this area is believed to be the cause of the nozzle fouling
problem. A study of various alternate nozzle geometries has shown that this low-pressure
recirculation area can be eliminated quite readily. Well-designed chamfered, rounded, and
reduced frontal area nozzles have all reduced or eliminated the separated recirculation
flow area. It has been noted, however, that rounded nozzles may adversely cause a reduc-
tion in apparatus sensitivity.@DOI: 10.1115/1.1598991#

1 Introduction
When air exits a cylindrical nozzle and impinges a flat plate, the

resulting flow is axisymmetric and is commonly referred to as a
‘‘radial flow.’’ When the nozzle is very close to the plane and its
frontal surface is relatively significant in size with respect to the
jet, then the flow becomes a radial flow between two coaxial disks
with axial approach flow. The pressure upstream of the jet is very
sensitive to changes in the distance between the nozzle and the
plane. This characteristic is used to advantage in industrial metrol-
ogy. The study of radial flow, either as flow between disks or
between a nozzle and a flat plate, has been the subject of numer-
ous research projects over the past half century,@1–3#, etc. How-
ever, research work of such flows for applications in dimensional
pneumatic control is limited. The radial flow between a nozzle and
a flat plate for specific applications in pneumatic metrology has, to
our knowledge, only been recently considered by a group of re-
searchers at the Universite´ de Valenciennes in France,@4,5#. These
studies have been mainly experimental in nature. Pressure distri-
butions on a flat plate were measured and seemed to indicate the
presence of a low-pressure separation area for cases using the
standard nozzle. Various nozzle geometries were studied and, in
some cases, the low pressure area was eliminated. No experimen-
tal flow visualization techniques were used~or velocity fields
measured—mainly due to the very limited space between the flat
plate and the nozzle! and therefore no information on the entire
flow field was found. Furthermore, cases studying impinging jets
for very small distances separating the nozzle and the flat plate
(d/D,0.5, whered is the distance separating the nozzle and the
flat plate andD is the nozzle diameter!, are quite sparse and are

also mainly experimental,@6#. This range is actually of interest in
industrial metrology applications. However, the nozzles used in
the work are thin walled and therefore do not consider the effects
of confinement. Only recently,@7#, have numerical studies been
made in the case of an impinging jet at distances in this range
(d/D,0.5) with an interest in the effects of confinement. In the
particular case of pneumatic metrology applications, one can note
that because of the small distance ‘‘d’’ between the nozzle and the
flat plate (100mm<d<200mm compared to a nozzle external
diameter of 4 mm!, the only practically measurable quantity is the
wall pressure distribution on the surface of the flat plate. Informa-
tion on the entire radial flow field between the nozzle and the plate
can therefore be more easily obtained by numerical simulation,
which is presented in this paper. This paper follows the work by
Crnojevic et al.@5#. The results presented by these authors on the
influence of the regulator orifice diameter and injection nozzle
geometry on the flow structure in pneumatic dimensional control
systems were mainly experimental, although some insight into
numerical results were presented. The bulk of this numerical work
is presented here.

2 Pneumatic Dimensional Control Basics
Pneumatic controllers are quite popular today in industrial ap-

plications. They can be used in high precision applications~order
of a few microns!, no physical contact is made between the nozzle
and the surface of the machined part, part cleaning is done as the
process is on-going, they can measure multiple dimensions simul-
taneously, they are robust, and internal dimensions can easily be
measured~i.e. holes/bores!. In industrial applications today, one
can find a few different variations of the basic pneumatic dimen-
sional control apparatus. Most of these are now based on the
detection of a pressure differential inside the apparatus,@8,9#. This
pressure differential is highly dependent on the distance ‘‘d’’ be-
tween the nozzle and the surface of the machined part~controlled
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surface!. Quite a large variety of operating pressures can be found
with these various methods~as low as 1.5 kPa or as high as 400
kPa!. A typical differential apparatus is illustrated in Fig. 1. In this
type of apparatus, air under constant pressure flows through two
orifices A and B placed in series. The static pressure ‘‘p’’ in the
chamber between the two orifices is a function of the ratio of their
two areas. For a desired setting, the area of orifice A is fixed and
therefore the pressure in the chamber is a function of the distance
‘‘ d’’ separating the nozzle B from the machined part,@8#. For a
given supply pressure, the distanced can therefore be measured
with proper calibration. In the differential apparatus, two branches
are used, one is used as a reference and the other as the measuring
branch. This arrangement is preferred asDp readings in this case
are practically insensitive to supply pressure ‘‘ps’’ fluctuations.
Although industrial pneumatic controllers are a well-established
and credible way of performing dimensional control in industrial
environments, as in any other type of controller some minor prob-
lems are found to exist. Nozzle fouling is one of them. Annular
regions of dirt and oil deposits are often found on the frontal
surfaces of the injection nozzles, Fig. 2. The resulting fouling
requires that the controllers be cleaned and calibrated at shorter
than desired intervals. In this present paper, we are specifically
concerned with the behavior of the flow between a nozzle and a
flat plate with particular considerations for the influence of the
injection nozzle geometry on the resulting flow field. It is ex-
pected that a simple change in nozzle geometry may help alleviate
nozzle fouling. The effects of any changes in nozzle geometry on
apparatus sensitivity must also be verified, as this is of great im-
portance in industrial applications.

3 Modeling and Simulation

3.1 Problem Configuration. The problem configuration is
illustrated in Fig. 3. The nozzle and flat plate are stationary and a
flow rate Q is axially injected into the domain of interest. The
nozzle, which has an interior radius of ‘‘Ri ’’ and an exterior radius

of ‘‘ Re , ’’ is separated from the flat plate by a distance of ‘‘d.’’
Typical industrial configurations have a clearance space ‘‘h’’ with
the main body of the nozzle~generally'2 to 3Ri) which extends
to a radius ofRd of approximately 5Ri . Typical industrial dimen-
sions areRi51 mm, Re52 mm, andd50.15 mm.

3.2 Governing Equations. For the purposes of this initial
study, the laminar axisymmetric flow of a viscous incompressible
and isothermal fluid between a nozzle and a flat plate is consid-
ered. The fluid properties are assumed constant and all external
forces are considered negligible. Under these assumptions, the
dimensionless governing equations for this type of flow can be
written in cylindrical coordinates as follows@10#:

Conservation of momentum in the radial direction:

ū
]ū

] r̄
1w̄

]ū

] z̄
52

] p̄

] r̄
1

1

r̄

]

] r̄ S r̄
]ū

] r̄ D1
]2ū

] z̄2 2
ū

r̄ 2 , (1)

Conservation of momentum in the axial direction:
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] r̄
1w̄
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]
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] z̄2 , (2)

Continuity equation:

]~ r̄ ū!

] r̄
1

]~ r̄ w̄!

] z̄
50, (3)

where, in these equations, ‘‘r̄ ’’ and ‘‘ z̄’’ are the dimensionless
radial and axial coordinates; ‘‘ū’’ and ‘‘ w̄’’ are the dimensionless
radial and axial velocity components; and ‘‘p̄’’ is the dimension-
less pressure. For the derivation of the Eqs.~1!–~3!, the quantities
Ri , n/Ri , andr(n/Ri)

2 were adopted as reference length, veloc-
ity, and pressure.Ri , n, andr are, respectively, the internal radius
of the nozzle, the kinematic viscosity, and density of the fluid.
From this normalization, several characteristic variables defining
the geometry of the problem, as well as the flow Reynolds num-
ber, are found:b5Re /Ri , h5d/Ri , l5h/Ri , bd5Rd /Ri , and
Re52Q/pnRi , whereQ is the volumetric flow rate at the inlet of
the nozzle.

3.3 Numerical Approach. The numerical method used in
this study to solve the governing equations is the SIMPLER algo-
rithm developed by S.V. Patankar@11#. The standard second-order
central difference formulation was used throughout the computa-
tional domain. In the past, this method has been successfully used
in similar cases involving fluid flow and heat transfer simulations.
Although the region of interest is limited in the space between the
nozzle and the plate, the calculation domain is extended over a
large space adjacent to the nozzle, up tor̄ 5bd , in order to obtain
good results in the area of interest, Fig. 4. The calculation domain
is divided into several regions with different grid generations in
accordance to geometry and flow conditions of each region. The

Fig. 3 Problem configuration

Fig. 1 Basic pneumatic controller

Fig. 2 Nozzle fouling „not to scale …
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nonuniform exponential grid generation scheme used was pro-
posed by Patankar@11# and also used, for example, by Prakash
et al. @3#. This scheme allows for a highly packed grid generation
near solid walls where important gradients are found and a more
relaxed generation where conditions are less critical. Grid sensi-
tivity testing was conducted. Figure 5 illustrates result compari-
sons for a few of the considered grids in region 2~see Fig. 4!. In

Fig. 5~a!, the radial velocity profils for two radial stations (r̄
51.0 and 1.5! are presented while in Fig. 5~b!, the wall pressure
distributions are illustrated. As can be seen, results for the
40 (axial)3100 (radial) and 32 (axial)3100 (radial) grids are es-
sentially the same in all presented plots and, therefore, a grid of
323100 in the region of interest has been chosen for subsequent
simulations. The chosen overall grid for the entire calculation do-
main was 923202 in the axial and radial directions, respectively.
For the selected grid in the region of interest~region 2, Fig. 4!, the
average aspect ratio of the control volumes is 2 to 1~radial to
axial directions, respectively!. Near the walls, this ratio increases
to a maximum value of approximately 4 to 1. Although Patankar
@11# states that that no universal rule exists about what maximum
~or minimum! ratio adjacent grid intervals should maintain, the
grid used here certainly lies in what is, by others, considered to be
very acceptable values. While the no-slip condition is used on
solid walls, the effects of different chosen velocity profiles which
verify only mass conservation at the inlet and outlet sections of
the domain have been considered~i.e., imposed mass flow rate!.
Parabolic and constant velocity profiles have been tested at the
inlet section and several other profiles including a combination of
a wall jet and a boundary layer type profile at the exit section were
tested and results compared at various sections in the calculation
domain. Results have shown that the flow structure in the inner
region of particular interest~the space between the nozzle and the
flat plate! is not affected by the choice of these boundary condi-
tions, as long as the extent of the calculation domain is large
enough and that the inlet tube is sufficiently long~approximately
L/Ri52.0 andRd /Ri>4, respectively!. For the particular case of
the above-mentioned combination wall-jet boundary layer profile
for the outlet section, results have shown that good numerical
results can be obtained far beyond the exit section of the nozzle.
The convergence criteria for all computations presented in this
paper were based on the degree of mass conservation obtained
over each control volume in the computational domain. These
errors gradually decreased with the number of iterations and were
generally in the order of 0.01% for all considered cases. This
criterion generally corresponds to a precision of approximately
1024 for all independent variables~velocity components and pres-
sure!.

4 Experimental Setup
A test rig was built in order to investigate experimentally the

effects of the nozzle geometry on the flow field between the
nozzle and the flat plate. The results obtained were used to be
compared to/validate those obtained numerically. Also, the effects
of the nozzle geometry on apparatus sensitivity are more practi-
cally verified with the test rig. The installation, shown schemati-
cally in Fig. 6, was basically built on an existing CNC machine

Fig. 4 Considered domain for calculations

Fig. 5 Grid sensitivity analysis

Fig. 6 Experimental setup
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tool positioning system~TORCAM!, providing accurate displace-
ments on three axes. Geometrically similar nozzles to those found
in industrial applications were used~i.e., Ri510 mm, Re
520 mm withd51.5 mm). Air flow was provided by the blower
from an aerodynamic test rig~TecQuipment AF10!. Pressure dis-
tributions on the flat plate were measured by moving the flat plate
and measuring the static pressure via a pressure tap on the bottom
of the plate. Repetitivity and the axisymmetric nature of the wall
distributions were checked by moving the nozzle back and forth
through the entire nozzle diameter with repect to the pressure tap.
This is of course done while keeping the distance separating the
nozzle and the flat plate constant. When considering the effects of
the distance separating the nozzle and the flat plate, the nozzle is
centered on the pressure tap and the pressure is recorded for mul-
tiple distance values. In both cases, sufficient time was allowed
for the flow to settle thus giving good steady-state readings. Flow-
meters, manometers, and thermocouples were carefully installed
to record, respectively, the flow rate inside the system, the static
pressure on the flat plate and the temperature in the system. Un-
certainty of the experimental data presented in this paper is less
than 2%. More information on the experimental setup can be ob-
tained in the Ref.@12#.

5 Numerical Results and Discussions

5.1 Influence of Nozzle Geometry on Flow Behavior. The
injection nozzles considered in this present paper are illustrated in
Fig. 7. There are six basic nozzle geometries considered: the stan-
dard nozzle~Fig. 7~a!!, a reduced or expanded frontal area nozzle
~i.e., narrow to large, Fig. 7~b!!, an internally chamfered nozzle
~Fig. 7~c!!, an internally rounded nozzle~Fig. 7~d!!, an externally
chamfered nozzle~Fig. 7~e!!, and an externally chamfered and
truncated nozzle~Fig. 7~f!!. The influences of various important
parameters includingh, b, a, b t , k, andr cb are considered in this
present paper. Results presented, unless otherwise stated, for: Re
51400,h50.15, andb52.0.

5.2 Standard Nozzle Flow Behavior. The general flow pat-
tern for the standard nozzle is shown in Fig. 8. As clearly seen in
these figures, a separated flow area is found on the frontal surface
of the injection nozzle. For the considered parameters (Re
51400,b52.0,h50.15), the recirculation bubble covers the en-

tire frontal area of the nozzle. Also of interest is the wall pressure
distribution on the flat plate. The radial area at the entrance of the
space between the nozzle and the flat plate is smaller than the area
of the inlet tube (Aspace52Ripd,Atube5pRi

2). This is true as
long as 2d,Ri , which is the case for all results presented here.
As a result, the airflow is accelerated and a corresponding pres-
sure drop is observed. A negative low-pressure area is also found
to exist. This can be attributed to avena contractaeffect at the
entrance of the space between the nozzle and the flat plate. This
corresponds with the results found in the experimental work by
Crnojevic et al.@5#. Clearly, this separated flow area is the prob-
able cause of fouling in industrial applications.

5.3 Effects of Nozzle Frontal Section. The first considered
external modification is to modify the injection nozzle wall thick-
ness. Intuitively, a reduction in frontal surface would reduce con-
finement effects and generally reduce the formation of stagnation
areas. The effects of the frontal surface are therefore studied, as
well as an expanded surface nozzle. Figures 9~a–c! show general
flow patterns for cases whereb51.25, 1.5, and 3.0 (b52.0 is the

Fig. 7 Considered nozzle geometries

Fig. 8 Flow behavior for standard nozzle

Fig. 9 Influence of nozzle frontal area on flow behavior
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standard nozzle shown in Fig. 8!. One can easily see that for the
flow conditions studied (Re51400,h50.15) and for thicknesses
of at least up tob52.0, the recirculation areas cover the entire
frontal surfaces of the nozzles. Also, as can be seen in Fig. 9~d!,
the effects of greater confinement are reflected in the increase in
the reduction of pressure to the minimum values of the wall pres-
sure distribution. One can thus easily conclude that a minimal
wall thickness is preferable in order to keep low-pressure stagna-
tion areas from forming. The influence of the frontal area of the
nozzle and flow confinement can further be seen in Fig. 10. In the
presented case, the external radius of the injection nozzle is as in
Fig. 9~c! ~i.e., b53.0), however, in this particular case, the dis-
tance separating the nozzle and the flat plate is slightly increased
to h50.25. This distance could easily be found in practical situ-
ations, especially considering that the gap between the nozzle and
the flat plate can vary somewhat during a typical operational
cycle. For the injection Reynolds number used, a second recircu-
lation bubble is found downstream on the surface of the flat plate.
This type of flow behavior had been noticed previously by
McGinn @13# in his experimental work on flow without swirl be-
tween two parallel discs with central injection. This type of flow
behavior would also be undesirable in industrial applications, thus
reinforcing the importance of having the smallest possible nozzle
frontal area.

5.4 Internal Modifications to Standard Nozzle. With the
intent of finding solutions to the fouling problem, various geo-
metrical modifications to the standard nozzle are made. The first
series of modified nozzles incorporate internal changes in the ba-
sic standard nozzle geometry. In this present section, we will con-
sider the nozzles illustrated in Figs. 7~c! and 7~d!. The nozzle
shown in Fig. 7~c! incorporates an internal chamfer while the
second considered geometry, Fig. 7~d!, is an internally rounded
nozzle. Results for internally chamfered nozzles are presented in
Fig. 11 while results for the rounded nozzle are presented in Fig.
12. The interest here resides in the influence of the chamfer width
‘‘ k’’ and of the radius of internal rounding ‘‘r cb . ’’ For all consid-
ered values of ‘‘k,’’ the angle of internal chamfer is set to 45°.
One can see that for the three considered cases for each geometry
(k50.25, 0.333, and 0.5 for the internally chamfered andr cb
50.25, 0.333, and 0.5 for the rounded nozzle!, the flow recircu-

lation area on the frontal surface of the injection nozzle seems to
have been eliminated. This can most certainly be attributed to the
fact that the change in flow direction is less drastic for cases with
an internal chamfer or rounding when compared to a standard
nozzle. In the case of an internal chamfer, however, even though
the obtained results do not show any separated flow/recirculation
area on the inner inclined surface of the nozzle, it is quite con-
ceivable that this type of behavior be present under certain cir-
cumstances, especially for larger ‘‘k’’ values. Wall pressure distri-
butions for internally chamfered nozzles and for the rounded
nozzles are, respectively, shown in Figs. 10~d! and 11~d!. When
compared to the standard nozzle, one can see that the sharp de-
creases in pressure, as well as the minimum pressure point, are
displaced towards the periphery of the nozzle with an increase in
the width of the chamfer or rounding. This is to be expected as the
change in flow section is more gradual and that the minimum flow
section is also displaced towards the periphery. The reduction of
pressure to the minimum pressure point also decreases with an
increase in chamfer width. This can be attributed to the fact that
the maximum velocity in the section between the nozzle and the
flat plate is certainly of lesser importance with an increase in
chamfer width. Although both internally modified nozzles have
the same general effect on flow behavior in the region between the

Fig. 10 Effects of confinement in large diameter nozzle „h
Ä0.25…

Fig. 11 Flow behavior for internally chamfered nozzle

Fig. 12 Flow behavior for rounded nozzle „ReÄ1400, bÄ2.0,
hÄ0.15…
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frontal surface of the nozzle and the flat plate, the rounded nozzles
seems to be a more appropriate solution to nozzle fouling prob-
lems compared to the internally chamfered nozzle. This is mainly
due to the possible separated flow areas on the internal surfaces of
the nozzle in the case of an internally chamfered nozzle. As we
will later see, internal modifications to an injection nozzle can
possibly lead to a reduction in apparatus sensitivity. We will there-
fore consider external modifications to the standard injection
nozzle in the following section.

5.5 External Modifications to Standard Nozzle. The last
two considered cases shown in Figs. 7~e! and 7~f! are for external
modifications to the standard injection nozzle used in industrial
metrology applications. The first of these is the externally cham-
fered nozzle~Fig. 7~e!! and the second is a chamfered and trun-
cated nozzle~Fig. 7~f!!. Results for the chamfered nozzle are
shown in Fig. 13. Results show that in the case of a chamfered
nozzle, the separated flow area can be eliminated as long as the
angle of cut is greater than approximately 20°, Fig. 13~c!. This can
also be noticed on the wall pressure distributions shown in Fig.
13~d!. For cut angles greater than 20°, one can notice that no
negative pressure areas are found at the surface of the flat plate.
Confinement effects have therefore practically disappeared for
these cases. In cases where 0°<a<20°, illustrated in Figs. 13~b!
and 13~c!, flow patterns are quite particular but very plausible. For
values of up to at least 15°, the flow reattaches to the frontal
surface of the nozzle, thus creating a recirulation bubble. For
greater angles, the flow does not reattach and fluid is drawn from
the area surrounding the nozzle. Results for the chamfered and
truncated nozzle are presented in Figs. 14~a–e!. A chamfer angle
of 45° was used for all considered cases. One can see that as long
as a nozzle frontal area parallel to the flat plate exists, a separated
flow zone is found~Figs. 14~b!, ~c!, and ~d!!. One can see that
these results are comparable to the cases where the influence of
nozzle thickness were considered. Thus, the relevance of the re-
duction of the frontal area of the nozzle. One general industrial
consideration that should be accounted for is the fact that a reduc-
tion in frontal area of a nozzle~either chamfered or narrow! in-
creases the risk of nozzle damage in industrial applications~i.e., if
nozzle inadvertently touches the controlled surface!. An alternate
solution would be to reduce the frontal area of the injection nozzle
as much as possible~either chamfered and truncated nozzle or a
narrow nozzle! but giving it some rigidity by having a somewhat
small frontal area. A general comparison of the wall pressure dis-
tributions of the various considered nozzles is shown in Fig. 15.
One point of interest is that the narrow nozzle~reduced frontal

area,b51.5 in this case! and the chamfered and truncated nozzle
(b t51.5) have practically the same wall-pressure distribution.
This can be attributed to the fact that they both have the same
frontal areas. As previously noticed, the negative low-pressure
area corresponds to the width of the frontal areas of the nozzles
~i.e., r̄ 5b5b t51.5). In the cases of internally modified nozzles,

Fig. 13 Effects of chamfer angle „ReÄ1400, hÄ0.15…

Fig. 14 Effects of truncated width „ReÄ1400, hÄ0.15, bÄ2.0,
aÄ45°…

Fig. 15 Wall pressure distributions comparisons for different
nozzle types „ReÄ1400, hÄ0.15…
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for k5 r̄ cb50.5, one can see that the drop in wall pressure
distribution for the internally chamfered nozzle is somewhat
farther out towards the periphery of the nozzle when compared
to the internally rounded nozzle. This can be attributed to the
fact that the internally chamfered nozzle has a more pronounced
change in flow section when compared to the rounded nozzle.

5.6 Numerical and Experimental Result Comparison.
Numerical results presented thus far in this paper have been,
for the most part, confirmed by experimental measurements,
some of which are given in Fig. 16. Results are presented for
the standard nozzle compared with a chamfered nozzle~45°!
and with a rounded nozzle (r̄ cb50.5). One can see that
good agreement exists between numerical and experimental
results. This agreement indicates that the hypothesis on laminar
incompressible flow used in the mathematical formulation of
the problem was adequate. A more complete model considering
compressibility and turbulence is currently under investigation.
The obtained numerical results will be compared to experimental
results pertaining to actual industrial operational conditions.

5.7 Influence of Nozzle Geometry on Sensitivity. As
previously mentioned, the effects of nozzle geometry on the
sensitivity of an apparatus must also be considered. Apparatus
sensitivity is basically a measure of how the pressure changes
in a measuring branch with a change in the distance separating
the nozzle from the controlled surface. Figure 17~a!, obtained
from curve-fitting experimental data, illustrates how the pressure
at the center of the flat plate varies as a function of the distance
d ~or h!. Results are presented for the three principal nozzle
types considered~standard, rounded, and externally chamfered!.
The data were obtained by gradually increasing the distance
separating the nozzle and the flat plate. Before every reading,
time was given as to allow the manometer to settle~i.e., measure-
ments were made in steady-state conditions!. As we are
more interested in how pressure varies with a variation in
the distanced, the second graph illustrates the gradientdp/dh.
One can see that for the range of interest~i.e., 0.10,h,0.30),
the nozzle that offers the best sensitivity, represented by
the greater nomal pressure gradient in absolute valueudp/dhu,
is the chamfered nozzle. The negative aspect of the gradient
comes from the fact that an increase in distanceh brings on a
reduction in pressure. We can also see from Fig. 17~b! that the
nozzle that is least sensitive is the rounded nozzle. However, if we

consider extreme cases where the nozzle is very close to the sur-
face to be measured (h,0.15), the use of either modified nozzle
would improve apparatus sensitivity. Fragility considerations
aside, the completely chamfered nozzle will offer the best overall
performance.

6 Conclusion
An investigation of the radial flow between an injection nozzle

and a flat plate has been presented in this paper. Results have
shown that a judicious choice of the nozzle geometry can help
eliminate the separated flow area found in the case of a standard
nozzle. This recirculation zone is the probable cause of injection
nozzle fouling found in industrial applications. Results have
shown that an internally modified nozzle or an externally~com-
pletely! chamfered nozzle will eliminate the separated flow area.
However, it was also shown that a rounded nozzle could hinder
apparatus sensitivity at larger values ofh. The use of an externally
chamfered nozzle could therefore represent an interesting solution
to the fouling problem.
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Nomenclature

a 5 chamfer angle~deg!
d 5 distance separating nozzle and plate
h 5 nozzle body clearance space
K 5 width of internal chamfer
L 5 inlet tube length
m 5 fluid absolute viscosity
n 5 fluid kinematic viscosity
p 5 pressure

po 5 pressure at center of plate
ps 5 supply pressure

pat 5 ambiant pressure
Dp 5 apparatus pressure differential
Q 5 volumetric flow rate
r 5 radial coordinate
r 5 fluid density

Ri 5 internal radius of injection nozzle
Rd 5 radius of calculation domain
Re 5 external radius of injection nozzle

Rcb 5 radius of curvature, rounded nozzle
Rt 5 radius of truncated frontal area
u 5 tangential coordinate
u 5 radial fluid velocity component
w 5 axial fluid velocity component
z 5 axial coordinate

Nondimensional quantities

b 5 Re /Ri
b t 5 Rt /Ri
bd 5 Rd /Ri
h 5 d/Ri
k 5 K/Ri
l 5 h/RI

p̄ 5 p/r(n/Ri)
2

r̄ 5 r /RI
r cb 5 Rcb /RI
Re 5 Reynolds number, Re52Q/Ripn
ū 5 u/(n/Ri)
w̄ 5 w/(n/Ri)
z̄ 5 z/Ri
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métrologie industrielle,’’ Ph.D. thesis, Universite´ Laval, Québec, Canada.
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Measurements of Resistance of
Individual Square-Mesh Screens
to Oscillating Flow at Low and
Intermediate Reynolds Numbers
Measurements are reported of pressure losses across single screens subjected to low-
frequency oscillating flow for 0.002&Red&400, where Red is Reynolds number based on
wire diameter and peak approach velocity. Several correlation methods are examined.
Extensive comparisons are made between present oscillating-flow results and previous
reports of the resistance of screens to steady flow. Defining oscillating results in terms of
peak amplitudes, the oscillating and steady-flow resistances are found to be the same,
including behavior in the intermediate Reynolds number region that departs from corre-
lations of the form ARe211B. The friction factor is also found to depend on Reynolds
number, but not independently on oscillation amplitude, over the range of conditions
measured.@DOI: 10.1115/1.1601254#

1 Introduction
This paper reports measurements of the resistance to oscillating

flow of individual woven-wire screens. Previous investigators
have measured the hydraulic resistance of individual screens in
steady flow, and of packed beds of multiple screens~including
regenerators! in steady and in oscillating flow.

Our interest in screens in oscillating flow stems from their use
in thermoacoustic refrigerators and heat engines~see, for example,
Ref. @1#!. Many of the steady-flow studies of single screens were
motivated by the use of screens in wind tunnels to reduce turbu-
lence and variations in velocity across the tunnel. Screens are
sometimes used in thermoacoustic devices for similar purposes,
such as to stop jets from impinging on heat exchangers. We are
investigating the use of single screens as fin components in very
short, oscillating-flow heat exchangers for use in novel thermoa-
coustic devices.

Our test apparatus operates at low frequencies~0.125 to 9 Hz!
and large strokes~up to 13.9 cm!. At low frequencies, where the
viscous penetration depth is larger than the openings in the screen,
the pressure drop across a screen is expected to be largely inde-
pendent of frequency, and this is what we observe. Some of our
measurements, however, are made using screens of very course
mesh, for which 9 Hz is a ‘‘high’’ frequency, so that the flow
resistance increases with frequency for fixed Reynolds numbers.
For those screens, this paper includes only the lowest frequency
data, where the frequency effect is smallest.

The flow resistance of a porous medium is generally character-
ized by a region of low Reynolds number~Re!, where the pressure
dropDp is proportional to Re21, a region of high Reynolds num-
ber, whereDp is independent of Re, and an intermediate region of
transition between the other two. Our apparatus allows measure-
ments in the low and intermediate Reynolds number regimes, with
low Mach number~,0.024!, for screens oriented normal to the
flow.

Much of the paper is devoted to comparisons between our data
and those reported by previous investigators for steady flow or for
multiple screens. This turns out to be a difficult task because of
the diversity of approaches that have been used in analyzing and

reporting results. Overall, we conclude that steady-flow correla-
tions of single screens may be applied to screens in low-frequency
oscillating flow.

2 Description of Measurement System
The test section is placed in a measurement apparatus, shown in

Fig. 1, that is vertically symmetrical about the test section except
for the shaker at the bottom. The APS Dynamics shaker,@2#,
moves a metal end-plate that is connected to the stationary parts
of the duct via a square polyurethane bellows. Just above the
bellows is a heat exchanger, used for other applications, that acts
as a flow straightener in the present experiment. Next is an 18.5-
cm-long square-sided diffuser section that matches the inside di-
mensions of the bellows and flow straightener to those of the test
duct. Between the diffuser and the test duct are two layers of
window screen~of the same type as screen 16–10 in Table 1! to
further reduce the possibility of turbulence from the bellows en-
tering the test duct. The test duct, made of acrylic, has square 29.2
cm329.2 cm inner cross-sectional dimensions. The half of the test
duct below the test section is 30.5 cm long, with a flange at the top
for mounting test sections. Above the test section these parts are
repeated in reverse order. The top and bottom end-plates are
coupled by rigid connecting rods, so that the end-plates go up and
down together, driven by the single shaker. The test section, ducts,
and diffusers are held fixed relative to the base of the shaker~and
the lab! by a large support frame~not shown!. In Fig. 1, the
end-plates are at their lowest point, so that the upper bellows is
compressed and the lower bellows is expanded.

Also attached to the shaker~but not shown in the diagram! is a
strut structure that supports suspension springs. The spring stiff-
ness combines with the mass of the moving parts to give a reso-
nance frequency around 4 Hz. This choice of spring stiffness al-
lows the shaker to oscillate the end-plates to its full stroke at up to
5 Hz while still allowing the full stroke at 0.125 Hz. The ampli-
tude diminishes as the frequency is increased above 5 Hz due to
amplifier limitations. All experiments are conducted in air at am-
bient atmospheric pressure and temperature, which are measured
at the beginning of each measurement run to determine the air
densityr and kinematic viscosityn.

The position of the end-plates is measured with a Schaevitz
linear variable differential transformer~LVDT !, @3#, biased and
demodulated with a Schaevitz ATA 2001 processor. This unit con-
tains a fourth-order low pass filter that causes a phase shift that
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grows in magnitude approximately linearly to21.28 deg at 10
Hz. This phase shift~along with the less significant amplitude
change! was measured directly by modulating the unit’s bias sig-
nal so as to emulate an LVDT signal of known phase, and com-

paring the ATA 2001’s output to the known modulation. This mea-
surement is used to correct the LVDT signal before it is converted
into an end-plate position amplitude.

The gas velocity is inferred from the end-plate position mea-
surement. The bellows has inner dimensions of 25.4 cm and outer
dimensions of 30.5 cm, for an effective inner side length of 27.9
cm. The stroke~peak-to-peak displacement amplitude! of the air is
therefore (27.9/29.2)2 times the 15.2 cm shaker stroke, for a
maximum air stroke of 14.0 cm which, at 5 Hz, gives a maximum
air speed of about 2.2 m/s.

The pressure drop across the test section is measured with a
Validyne DP103 variable-reluctance differential pressure sensor,
@4#, biased at 5 kHz and demodulated with a lock-in amplifier with
minimum filtering. The Validyne sensor was suggested by two
regenerator pressure-drop papers,@5,6#, and was selected because
it has the appropriate sensitivity for this measurement and re-
sponds down to 0 Hz. It has a replaceable diaphragm, and we use
the thinnest available diaphragm~#6! to give the greatest sensitiv-
ity ~35 Pa maximum!. In the course of the experiment it was
discovered that, at least with this diaphragm, the DP103 is far
from flat in either frequency or phase, even below 10 Hz. There-
fore the DP103 is calibrated against an Endevco 8510–B–1 pi-
ezoresistive pressure sensor~6895 Pa maximum! which, while
presumed to be flat from 0 to 10 Hz, is not sufficiently sensitive
for direct use in the experiment. The Endevco is in turn calibrated
at 0 Hz against an Omega PCL9001 pressure calibrator,@7#, that
was itself recently calibrated by the manufacturer.

The position and pressure sensor signals are digitized with a
computer data acquisition board. Fourier transforms are per-
formed on both signals to obtain their amplitudes at the driving
frequency and their relative phase. All oscillating flow calcula-
tions are based on peak amplitudes of pressure drop and velocity,
written Dp andu, of the driving frequency component.

The two sides of the pressure sensor are connected by tubes to
ports on opposite sides of the test section.~The calibration is done
using the same tubing.! The separation of the ports depends on the
thickness of the frame that is used to mount the test section. For
the bare duct, with no test section and the flanges from the top and
bottom portions of the test duct in direct contact, the ports are
separated by 16.36 cm. The longer of the two support frames is
0.95 cm long.

In this measurement, the inertial contribution to the pressure is
quite significant. The part of the total pressure difference peak

Fig. 1 Schematic of the measurement apparatus

Table 1 Test screen dimensions. The fourth column, ‘‘ b\f error,’’ is used to give an estimate
of the uncertainty in b, f, and Dh . The uncertainties on A 0 are 2%, except or the four highest
porosity screens, which have an uncertainty up to 5%.

Screen b f
b→f
Error Dh

d1
~mm!

m1
~1/m!

d2
~mm!

m2
~1/m! A0

8–63 0.265 0.589 14% 2.19 1.524 320 1.524 317 204
14–35 0.299 0.608 13% 1.26 0.775 551 0.851 563 160
50–9 0.303 0.665 3.4% 0.45 0.229 1969 0.229 1969 117
4–120 0.306 0.609 13% 4.60 2.972 152 2.921 152 138

40–10 0.360 0.714 0.2% 0.63 0.254 1575 0.254 1575 71.9
16–28 0.399 0.676 8.5% 1.23 0.584 630 0.597 618 69.8
6–63 0.400 0.679 8.2% 3.23 1.511 236 1.549 244 72.5

14–28 0.407 0.691 6.8% 1.52 0.660 551 0.699 516 63.0
24–14 0.478 0.731 5.6% 0.88 0.305 948 0.343 957 40.3
20–16 0.483 0.746 3.8% 1.14 0.381 787 0.394 787 36.1
10–32 0.487 0.742 4.6% 2.20 0.762 394 0.775 394 36.1
80–3.7 0.496 0.758 2.9% 0.29 0.094 3150 0.094 3150 34.1
12–28 0.552 0.779 3.6% 1.93 0.546 472 0.551 465 24.4
8–35 0.556 0.796 1.6% 3.07 0.762 317 0.813 329 23.1
4–63 0.578 0.807 1.4% 6.57 1.562 154 1.575 152 20.6
8–28 0.608 0.811 2.7% 3.05 0.686 317 0.737 303 17.4
6–35 0.649 0.844 0.9% 4.66 0.864 229 0.864 221 13.2
3–63 0.671 0.856 0.7% 9.37 1.562 119 1.600 109 12.2

16–10 0.719 0.863 2.0% 4.88 0.241 630 0.241 630 8.6
4–35 0.736 0.886 0.5% 6.88 0.889 163 0.876 158 7.7

16–9 0.753 0.881 2.3% 1.55 0.203 626 0.216 636 5.7
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amplitudeDp that is due to the resistance of the test section is the
portion that is in phase with the velocity, i.e., in quadrature with
the position. Ifu is the phase angle between the pressure and the
position ~not velocity!, then the inertial~reactive! and resistive
components of the pressure are given, respectively, by

Dpinertial5Dp cosu and Dpquad52Dp sinu. (1)

For each data collection run, the maximum Reynolds number at
5 Hz is determined, and a set of test Reynolds numbers below the
maximum is selected. For each frequency, all of the available
Reynolds numbers within the stroke limit are tested. The com-
puter attempts to adjust the shaker stroke to match each selected
Reynolds number, which it does to within a percent in most cases.

3 Test Screens
All of the test screens are made of round steel wire, except for

one piece of aluminum window screen. All are nominally square
plane weave with a single wire size. However, many of these
screens are ‘‘not of precision manufacture,’’ to borrow a phrase
from Ref. @8#. Several previous investigators,@9–11#, have
pointed out that small errors in the dimensions of a screen result in
large errors in various calculated parameters that are used in data
reduction. Therefore, the dimensions of each screen are measured.
The screen dimensions are defined in Fig. 2. Average wire-to-wire
distance 1/m ~m for ‘‘mesh,’’ also called ‘‘pitch’’! is measured by
counting wires over a distance of at least 25 cm. Wire diameterd
is measured with a digital vernier caliper by sampling many wires
and judging a best typical diameter. In each direction, the varia-
tion in wire diameter is very small, but some screens have signifi-
cantly different diameters in the two directions. In many of the
screens, the measured diameter is less than the nominal size. Mea-
sured values are used in all calculations, except that the wire
diameter of the screen with the smallest wire~screen 80–3.7! has
wire too small to measure accurately by caliper, and the nominal
value is used. We refer to each screen by its nominal size in
English units, so that the screen called 16–28 has approximately
16 wires per inch with wire diameters of about 0.028 inches.
Measured screen dimensions are found in Table 1.

Many of the correlations discussed in Section 6 make use of a
screen ‘‘porosity’’ based on ‘‘free flow area,’’ i.e., the ratio of the
orthogonally projected open area of the screen to the total cross-
sectional area, so this calculated value is included in the table.
Referring to Fig. 2, this orthogonal porosityb is

b[~12d1m1!~12d2m2!, (2)

or simply b5(12md)2 for truly square screens whered15d2
5d andm15m25m. In other calculations where wire diameter is
called for, we use the mean value,dm5(d11d2)/2.

Also appearing in the table is a volumetric porosityf, defined
simply as the ratio of connected void volumeVvoid to the total
volume of the sampleVtotal ,

f[
Vvoid

Vtotal
. (3)

This quantity is easy to measure accurately for materials such as
screens~stacked or individual!, where there are no isolated holes
~such as can occur in a foam! and where the densityrsolid of the
solid material is known, simply by weighing the material and
dividing by the screen volume to obtain its densityrporous medium,

f5
rporous medium

rsolid
. (4)

The values in Table 1 were determined in this way~by weight!
rather than calculating from mesh and wire dimensions. The vol-
ume of each screen was determined by measuring its area~ap-
proximately 0.930 cm2 in each case! and multiplying by d1
1d2 . In this study, the screen thickness is always taken to be
d11d2 , the thickness of an ideal plane screen, even in the cases
of the heaviest screens, which sometimes depart from ideality in
that the wires in one direction appear to bend more than wires in
the other direction.

Screens are selected to cover as large a range of porosity as
possible in readily available sizes, covering 0.265<b<0.753 and
0.589<f<0.886. Some of the screens have the largest available
wire size ~up to 2.95 mm!, to get the largest possible Reynolds
number based on wire diameter. One screen has wire smaller than
this by a factor of 30, and hydraulic diameters cover a range
equally large. Some screens are chosen to have similar porosities
but very different wire sizes. Toward the low porosity end, for
example, the screen with 2.95 mm mean wire diameter~screen
4–120! has nearly the sameb as screen 50–9, which has wire less
than a tenth as large.

4 Results
Figure 3 shows seven representative data sets. In the figure the

data are plotted in terms of Reynolds number based on wire di-
ameter,

Red[
udm

n
, (5)

Fig. 2 Screen dimensions

Fig. 3 Seven example data sets
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and the simple loss factorK,

K5
Dpquad

ru2/2
. (6)

In Eqs.~5! and ~6!, u is the ‘‘superficial,’’ ‘‘freestream,’’ or ‘‘ap-
proach’’ velocity, i.e., the velocity of the gas when it is in the test
duct, not the higher velocity when it is within the pores of the
screen. Note that the Reynolds numbers and loss factors that we
are examining for oscillating flow arenot instantaneous values
throughout the cycle. Rather, Reynolds numbers are based on the
peak velocity amplitudes, and loss factors are based on the peak
amplitude of the resistive component of the oscillating pressure.

The finest mesh screen, 80–3.7, has high flow resistance, and
therefore gives very clean data to the lowest Reynolds number of
any screen, but the wires are so small that the highest Reynolds
numbers are below the ‘‘knee’’ seen in the curves of other screens.
Screens 4–120 and 8–63 both have large enough pressure drops
to give good measurements at low Reynolds number, but these
two screens also have large enough wire diameters that the shape
of the curve can be determined well above the knee.

Both 4–120 and 8–63 also have small enough openings~small
l 5m212d in Fig. 2! that the results are independent of fre-
quency. The 8–63 data shown in Fig. 3 includes frequencies
0.125, 0.25, 0.5, 1, 3, 5, 7, and 9 Hz, but all the points fall so close
to a single curve that the data for most Reynolds numbers merge
into a single dot. In other plots in this paper, frequencies above 5
Hz are not included. Data are presented for most screens at 0.5 Hz
and 5 Hz, giving the largest possible range of Reynolds number
with this apparatus.

As the frequency increases, the viscous penetration depth
decreases, and eventually the hydraulic resistance begins to in-
crease with frequency. In this investigation we are interested in
only the low frequency results. For screens where the hole size is
larger than the viscous penetration depth ofA2n/v51.0 mm at
v52p ~5 Hz!, the 5 Hz data do not fall on the same curve as the
lower frequencies. Screen 8–28 has a large enough opening
( l 252.56 mm) to see this effect in Fig. 3: The data points for
0.5 Hz and 5 Hz do not lie exactly on top of each other in the
region of overlapping Reynolds number. The difference is small
enough for this screen, however, that the 5 Hz points are retained,
since they contain the information about the curve above the knee.

Screen 4–35, in contrast, has such large openings that only the
lowest frequencies~0.125, 0.25, and 0.5 Hz! are presented. For
this reason, the shape of the knee of the curve cannot be deter-
mined for this screen. Furthermore, this screen has so little resis-
tance that the scatter in the data becomes large at low Reynolds
number. Thus, data are presented over a somewhat limited range
of Reynolds number. It is enough data, however, to make a fair
estimate of the coefficientA0 of a fit line A0 /Red , discussed later
in this section.

Screen 16–10 has about the same porosity as 4–35, and the
curves for these two screens lie close together. Since 16–10 has
higher resistance, however, the data are good to lower Red , and
since the openings are much smaller, the 5 Hz data can be used, so
that the results go to higher Red as well.

At even higher Reynolds numbers, the pressure drop curves for
porous media approach a constant value. Unfortunately, with our
apparatus in its current configuration we are unable to measure
this feature. Our data cover the range 0.0018,Red,380.

For each screen, log-log plots ofK versus Red are fit at low Red
with a line A0 /Red . In Fig. 3, the line 17.4/Red is shown fitting
the data for screen 8–28. The value of the fit parameterA0 is
tabulated for each screen in Table 1. In cases such as screen 8–28,
where there is some discrepancy between the 5 Hz data and lower
frequency data, we have favored the low frequency data in mak-
ing the fit.

A surprising feature of these oscillating flow measurements is
that, within the range of our experimental conditions, the func-
tional form of the flow resistance with Reynolds number seems to
be independent of oscillation amplitude. In particular, there is no
detectible transition near where the oscillation peak-to-peak am-
plitude is equal to the screen thickness. Because velocity depends
on both amplitude and frequency, this condition occurs at a dif-
ferent Reynolds number for each frequency, so amplitude effects
should be easily distinguished from Reynolds number effects.
However, for each screen, our data fall along a single curve ofK
versus Red . Consider the data from screen 8–63 shown in Fig. 4.
For this screen, the data span the 2x15dm condition for each
frequency. At 0.5 Hz the stroke-equals-thickness condition occurs
when Red50.23, shown in the Fig. 4~a! by the vertical dashed
line. The 0.5 Hz data cover a range from 0.17,2x1 /dm,87. At 9
Hz ~Fig. 4~b!!, 2x15dm when Red54.2, with data covering
0.029,2x1 /dm,19. We would have expected some sort of
change~probably an increase in the product RedK), if not exactly
at 2x15dm , then at leastat some pointin the measured range, but
we observe none.

5 Uncertainties

5.1 Uncertainties in Screen Parameters. The volumetric
porosity f can be determined from measurements of screen di-
mensions alone, or from screen thickness and the independent
measurement of mass. The agreement between these two methods
gives an indication of the uncertainty off, b, andDh . The col-
umn labeled ‘‘b→f error’’ in Table 1 shows the discrepancy be-
tweenf calculated using mass andf calculated using only the
measurements of thems andds that are used to calculateb and
Dh . The errors are less than 4% for most screens and less than
8.5% for all except the three screens that have a combination of
large wires and tight mesh, where the error shoots up to 14%.
These large errors are systematic in that thems andds always
predict af that is larger than that determined from weighing.
From visual inspection it is evident that in the low-porosity
screens, the wires in one direction bend back and forth more than
the wires that run in the other direction. That is, the discrepancy is
more one ofgeometrythan of measurement. Thus, we take the
uncertainty in bothb and f, which are calculated from our dis-
tance measurements, to be less than 8% for all screens, whereas
the uncertainty inDh , which is a combination of both scale and
geometry, grows to 14% for the low-porosity screens. The uncer-
tainty in dm would then be 8%/254%.

5.2 Uncertainties in Velocity and Pressure. The measure-
ment of pressure magnitude is the most accurate in the experi-
ment, with an uncertainty less than 1.5%. The Endevco standard
has been calibrated repeatedly using a variety of independent

Fig. 4 Measurements do not show an expected change in loss
factor near the amplitude where the gas stroke equals the wire
diameter, shown by the vertical dashed line for data at 0.5 Hz
„part „a…… and 9 Hz „part „b……. The solid diagonal line in each plot
is KÄ204 Red

À1.

854 Õ Vol. 125, SEPTEMBER 2003 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.152. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



means, and the comparison calibration of the Validyne sensor used
in the experiment makes use many cycles of oscillation and is
very repeatable, with only 0.6% variation over a period of three
months.

The measurement of the shaker stroke by means of LVDT has,
by itself, an uncertainty less than 1%. Unfortunately, thegas ve-
locity at the test section depends on the effective area of the bel-
lows, the uncertainty of which is difficult to determine directly.
Therefore, we check the gas velocity by measuring the oscillation
pressure in the empty duct, as described in the next section.

The most difficult part of the measurement is the phase of the
pressure. We wish to measure the flow resistance of the screens. In
an oscillating flow, however, the pressure has both a~reactive!
inertial component and a resistive component. The inertial com-
ponent is the pressure required simply to oscillate the mass of the
gas back and forth in the duct in the absence of shear forces from
the walls or screen. This component is in phase with the displace-
ment. The resistive portion is in phase with the velocity, and thus
in quadrature with the displacement. To extract the quadrature
component of the pressure, we need to know the phase. In the
comparison calibration, the phase of the Endevco is taken to be
zero. While we believe this to be accurate, we do not have a direct
method of calibrating the phase at these extremely low frequen-
cies. To study the uncertainty in phase of our overall measurement
system, measurements were made of two known cases, described
next.

5.3 Validation With Known Cases. The measurement sys-
tem is validated by measuring two cases for which there are good
theoretical predictions, the empty test duct, and a set of parallel
plates.

The behavior of gas oscillating in a duct depends on the ratio of
duct size to viscous penetration depth. When our test duct is left
empty, it is ‘‘very large’’ even at 0.5 Hz, where the viscous pen-
etration depth is 3 mm. Except for the small boundary layer near
the walls, the gas oscillates essentially as a uniform slug,@12#,1

and the peak pressure difference between the sensors is nearly
Dp5rLvu, whereL is the distance between the sensors andv is
the circular frequency of oscillation. Figure 5~a! shows the error
between the measuredDp and the expectedDp for very small
velocities~0.029 m/s, shown by+! and very large velocities~1.08
m/s, shown by1! at frequencies between 0.25 and 10 Hz.~It is
not possible to obtain the highest velocities at low frequencies
because of stroke limitations or at high frequencies because of
amplifier limitations.! Most points lie within 2.5% of the expected
value. Frequencies below 0.25 Hz have such a low pressure drop
in the empty duct that the signal is lost in the noise.

Earlier measurements had pressure values that were systemati-
cally low. Repeated measurements of the empty duct with various
pressure sensor spacings, as well as measurements on parallel
plates, led us to conclude that the effective bellows area was too
large by 3%, and a correction of this value has been incorporated
into all subsequent measurements. In this sense, the more accu-
rately known pressure magnitude measurements have been used to
calibrate the volume displacement to achieve the 2.5% uncertainty
shown in Fig. 5~a!.

While the resistance of the empty duct is very small, it is not
too small for us to detect in the form of the small phase shift
between pressure and displacement, as shown in Fig. 5~b!. The
heavy solid curve is the theoretical value,@1#. The low-amplitude
results are extremely good below 6 Hz but go bad quickly at

higher frequencies. The high-amplitude results have an error of
about 0.25°. Recall that most of the measurements reported in this
paper are made at 5 Hz and 0.5 Hz.

The theoretical value of phase shown in Fig. 5~b! is calculated
on the assumption of laminar oscillating flow. Turbulent flow
would result in larger~but not well-known! phases. The agree-
ment in Fig. 5~b! supports our belief that the flow in the duct is
essentially laminar slug flow. The flow quality was also checked
qualitatively by injecting smoke into the duct and watching it
oscillate~or viewing it before and after oscillation in the case of
large amplitude and frequency!. With no oscillation, of course,
there is a slow rate of change of shape of the smoke filaments.
This rate was not noticeably increased by oscillation, even for
smoke near the walls. We are, unfortunately, not equipped to make
quantitative measurements of turbulence in the duct.

Another case for which there is a solid theoretical result is a set
of parallel plates,@1#, with the restriction that the stroke must be
much smaller than the length of the plates. A test section was
constructed of 45 thin~0.635 mm! brass plates, 5.08 cm in the
flow direction, and spaced 0.635 cm apart. Figure 6 shows mea-
surements for small stroke~<4 mm!, with the theoretical result
shown by the solid curve. As the frequency increases, the inertial
component of the pressure increases as frequency squared, and the
phase between pressure and displacement becomes small, so even
the very small error in phase seen in Fig. 5~b! leads to significant
error in the loss factor, as plotted in Fig. 6~d!. At 5 Hz the error is
about 2%, and at 0.5 Hz it is 5%.

The resistive pressure drop and phase shift due to these parallel
plates is similar to that for our test screens. The phase shift for the
parallel plates is 26° at 0.5 Hz and 3.4° at 5 Hz. For two-thirds of
the screens, the phase shifts are greater than this even at the low-
est amplitudes, so the uncertainty should be less than the 2 to 5%
for the parallel plates. For the seven screens with the largest val-
ues ofb, the phases do fall below the parallel plate value for the

1The transition from laminarity to turbulence in oscillating flow is more compli-
cated than that for steady flow, depending both on peak Reynolds number and on the
ratio of the duct cross-sectional size to the viscous penetration depth. Four flow
regimes have been identified: laminar, weakly turbulent, conditionally turbulent, and
fully turbulent. The present empty duct flows are all ‘‘weakly turbulent,’’ character-
ized by very small turbulent perturbations of the laminar flow n the core flow, and an
unperturbed boundary layer. For our duct dimensions and frequencies, the velocity is
essentially uniform across the duct except for the small boundary layer, regardless of
the turbulence regime.

Fig. 5 Results from the empty duct, used to estimate uncer-
tainties in the gas velocity and the phase of the pressure
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smallest amplitudes. We estimate that the error in some of the
individual pressure measurements for the least resistive screen
~3–63! might be as large as 30%.

5.4 Uncertainties in Reynolds Number. The uncertainty in
Reynolds numbers is dominated by the uncertainty in characteris-
tic dimension; 4% fordm and 8 to 14% forDh . Even though the
temperature was only measured once at the start of each measure-
ment run, the uncertainty inn is less than 1%. Even for the most
dissipative screen, the heating due to flow through the screens
averages less than 10 mW over the course of a run. Even if this
heating were confined to the heat capacity of the air in the test
duct, the temperature rise would be only 1 K during the course of
a run. Changes in ambient temperature in the room are a more
likely source of variation, and these are never observed to be as
much as 2 K over the course of a measurement run, and this
would still changen by only 1.2%.

5.5 Uncertainties in A0. The values ofA0 in Table 1 are

obtained by fittingK versus Red curves by eye. In most cases this
is extremely easy, with an uncertainty of less than 2% for all but a
couple of the highest porosity screens, where the scatter in the
data leads to an uncertainty of possibly as much as 5%, as judged
by repeating the fitting process after an interval of several weeks,
and then again many weeks later.

6 Comparison to Measurements and Correlations
of Previous Investigators

Definitions of Reynolds number and friction factor, and meth-
ods of reducing the data to simple correlations, have proliferated.
Thirty-five years ago, Pinker and Herbert@13# observed ‘‘a rather
bewildering number of permutations available for attempting a
correlation of incompressible data.’’

Two general approaches have been most common. Researchers
measuring the resistance of single screens in steady flow have
tended to use the parametersb and Red ~Eqs.~2! and~5!!. That is,
they have favored orthogonal porosity and wire diameter in mak-
ing correlations. Researchers measuring packed beds of multiple
screens have naturally tended away from ‘‘free flow area,’’ which
is a fuzzy concept for a randomly oriented stack of screens, and
meaningless for most porous media. They tend to use volumetric
porosity to characterize the openness of the screen. Many of these
same researchers base Reynolds number on hydraulic diameter
Dh , usually defined as four times the ratio of the void volume
Vvoid to the wetted surface areaAw ,

Dh5
4Vvoid

Aw
. (7)

Models of packed screens have assumed that all of the surface
area of all of the wire is wetted, in which case the hydraulic
diameter is related to the wire diameterdm by

Dh5dm

f

12f
. (8)

Some correlations make use of a Reynolds number based on the
‘‘pore diameter,’’ the geometric mean of the sides of the screen
opening,

l m[Al 1l 2, (9)

or some related parameter, and some even mixb, f, Dh , and l.
Using any of these definitions, the friction factor is inversely

proportional to Re in the low Reynolds number region and inde-
pendent of Re in the high Reynolds number region, with some
intermediate region between. Very few investigators~including
the present authors! have managed to make measurements in all
three regions. Often, however, measurements in one region have
been used to draw conclusions about results over the entire range.

The reader is reminded at this point that when we compare
oscillating flow data to steady flow data, we are always using peak
velocity amplitude and peak resistive pressure amplitude to calcu-
late the various loss factors and Reynolds numbers described in
the following.

6.1 Correlations for Single Screens Based on Wire Diam-
eter and Open Area. Steady flow correlations based on wire
diameter andb have generally taken the form

K5G~b!S A

Red
1BD , (10)

whereG is a function ofb only, andA andB are constants. Pinker
and Herbert identified several commonly usedG functions such as

G1[
12b

b2
, (11)

Fig. 6 Experimental and theoretical results from parallel
plates at low amplitude, used to study the overall uncertainty
in K
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G2[
12b2

b2
, (12)

G3[
~12b!2

b2
. (13)

Though intuitively appealing,G3 has not been found to yield
simple correlations and has not appeared in recent papers. The
constantsA andB are different depending on whichG is used. We
use subscripts 1 and 2 so that

K5G1S A1

Red
1B1D and K5G2S A2

Red
1B2D . (14)

We useA0 to refer to fits to uncorrelated data (G051) from
individual screens at low Reynolds number,K5A0 /Red .

Our data are best correlated usingG1 , as shown in Fig. 7.
Figure 7 presents the data from all 21 of our test screens, a total of
1535 data points. This correlation method is particularly good at
reducing the data spread in the low Reynolds number region
(Red,1.5).

Another useful way to represent the low-Reynolds number data
is to plot A0 for each screen. In Fig. 8~a!, A0b2 is plotted versus
b. The various screens are well correlated usingG1 to the extent
that the points in Fig. 8~a! fall along a straight line passing
through the point~b51, A0b250). The magnitude of the slope of
this line is the parameterA1 in Eq. ~14!. A least-squares fit sug-
gestsA1517.4 ~with a correlation coefficient of 0.955!, but this
seems to us to weight too heavily the points of lowb, where the
scatter is largest. TakingA0 /G1 for each screen and averaging the
results suggestsA1516.8. We judge the best fit to beA1517.0,
which gives the solid fit line plotted in Fig. 8~a!. This result is the
coefficient 17.0 in the fit curve 17.0 Red

2110.55 that is plotted in
Fig. 7.

There areN5837 points with Red,1.5. The relative standard
deviation of these points from the lineK/G1517.0/Red is 11%.
Because the relative~percent! deviation is approximately constant,
and because we wish to weight all of the points equally, we cal-
culate this relative standard deviations according to

s25
1

N (
i 51

N S Ki /G1,i2Ki
fit/G1,i

Ki
fit/G1,i

D 2

, (15)

where Ki
fit/G1,i5A1 Red,i

21, with A1517.0. The values ofA0 /G1

Fig. 7 Correlation of data from all 21 test screens using the function G1
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range from a minimum of 13.1 to a maximum of 20.3, so the
largest deviations in the data are about 21%, twice the standard
~root-mean-square! deviation.

6.1.1 Intermediate Red. Some early investigators presented
raw data of measurements at intermediate Reynolds numbers. The
inset in Fig. 7 shows data points taken from tables in Taylor and
Davies@9# and Simmons and Cowdrey@14#, and from curves of
the lowest velocity data from Schubauer, Spangenberg, and Kle-
banoff @8#. The steady-flow data from these three references over-
lie our oscillating-flow data, indicating that the oscillating and
steady-flow resistance are the same in the intermediate Reynolds
number region.

Further support for this conclusion comes from comparison to
the data of Groth and Johansson@15#, shown in Fig. 9~a!. Groth
and Johansson presented results for seven screens, covering a
larger range of Reynolds number than the earlier investigators,
penetrating slightly into both the high and low Red regions. We
obtained their data by xerographically enlarging their plot and
measuring the positions of the points with a vernier caliper, which
method was used on other graphical sources as well. Groth and
Johansson’s results are shown in Fig. 9~a! correlated withG1 and
in Fig. 9~b! usingG2 . They used theG2 correlation, butG1 works
at least as well in reducing the spread of their data.

The four parts of Fig. 9 are all plots of our complete data set~in
gray!, but each with a different correlation. Figure 9~a! is a plot of
K/G1 versus Red ; that is, it is the same as Fig. 7, but on the same
scale as Figs. 9~b!–~c!, to aid visual comparison of the different
correlations, with each plot having six cycles on the abscissa and
4 1/2 cycles on the ordinate. Figure 9~b! is a plot ofK/G2 versus
Red . The correlations in Figs. 9~c! and ~d! are discussed in later
sections.

Comparison of our oscillating-flow data to the steady-flow data
from Refs.@8,9,14# ~inset of Fig. 7! and from Ref.@15# ~Figs. 9~a!
and~b!! indicates that the steady flow and oscillating flow results
are the same in the intermediate Reynolds number region. Not
only do the results match in magnitude, they match in functional
shape. The functional formA Red

211B is the simplest that might
represent pressure drops through porous media, and it seems to
work well for many ‘‘packed columns,’’ such as beds of granular
materials,@16#. For single screens in steady flow, however, such a
fit underpredicts the resistance in the intermediate Reynolds num-
ber regime. Log-log plots of measurements from individual
screens~Fig. 3! show a straight line below Red.3, a knee cover-
ing 3&Red&30, and an almost straight line for Red from 30 to at
least 300. Ehrhardt@17# measured the flow resistance of individual

screens over a range 0.3&Red&300, and his plots show this same
pattern. Annand’s fit to Refs.@8,9,14# is also clearly less curved
~i.e., has a smaller second derivative! in the intermediate Reynolds
number region than is a functionA Red

211B that fits at high and
low Reynolds numbers.~Annand’s fit is presented only graphi-
cally in his paper, and is not reproduced here.! Brundrett @11#
developed a correlation using data from these and other sources,
and he concluded that it was necessary to add a ‘‘blending’’ term
in order to match the data in this region. Finally, Wieghardt@18#
correlated the data from these same sources with a straight line
with slope21/3.

Wieghardt believed that it should be possible to compare a
screen to a collection of cylinders, with a velocity equal to the
peak velocityu/b inside a screen pore, so he usedG1 in his
correlation and a Reynolds number equal to Red /b. His final cor-
relation wasK56.5G1@Red /b#21/3. This is equivalent to use of
Red with a correlating function equal toG1b1/3. Annand decided
that G2 gave a better correlation for this data. In the intermediate
Reynolds number range, our data correlate about equally well
usingG1 or G2 . For our low Reynolds number data, however,G2
does not provide as good a correlation asG1 , as discussed in the
next section.

6.1.2 Low Red. Our low Red data correlate best usingG1 ,
with a standard deviation of 11% from the line defined byA1
517.0. UsingG2 , shown in Fig. 9~b!, the standard deviation~de-
fined similarly to Eq.~15!! has a minimum value of 19% when
A2512.0. The value ofA2511.5 plotted in the figure is closer to
being centered between the minimum and maximum data point
values.

Published data for comparison at low Reynolds numbers are
scarce. Ehrhardt@17# reported in tabular form results equivalent to
our A0 from careful measurements of the flow resistance of 60
screens at low and intermediate Reynolds numbers. Unfortunately,
Ehrhardt did not report similarly careful measurements of the
screens’ dimensions. Instead, it seems that he reports only nomi-
nal, manufacturer values. The consequence is that the scatter in
the data is too large to be of use in determining a correlation
function usingb. A plot of Ehrhardt’s results is given in Fig. 8~b!.
Evidence that the large scatter in Fig. 8~b! is the product of inac-
curate screen dimensions comes from Ehrhardt’s measurements of
the resistances of nine pairs of nominally identical screens from
different manufacturers. Ehrhardt’sA0’s for these supposedly
identical pairs of screens differ from each other by as much as
34%, with an average discrepancy of 16%.

Fig. 8 Plots of A 0 for „a… our data, and „b… Ehrhart’s data, †16‡
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Ehrhardt based his fit on the work of Wieghardt, using Red /b
for Reynolds number andG1 for the correlation. Ehrhardt’s fit
@K/G1549(Red /b)2110.72# appears in Fig. 8~b! as 49~12b!b,
the dash-dot curve. All that can really be concluded from
Ehrhardt’sA0 data is that a fit curve should pass near the point
~b50.35,A0b2511), which ourG1 fit ~17.0~12b!! does. TheG2

fit to our data (11.5(12b2), dashed curve! also passes near the
center of Ehrhardt’s cluster of points.

Cornell @19# developed a correlation for data from pre-1958
sources~some of which we have been unable to obtain! that is
presented as a family of curves on a log-log plot ofK/G1 versus
Red /b, with separate straight lines forb50.2, 0.3, 0.4, 0.5, 0.6,
and 0.7 at low Red . The plot is small and difficult to measure
accurately, but multiplying the appropriateb by our best estimate

of the A for each line we get the equivalentA0 values 17.1, 19.0,
17.5, 17.8, 17.2, and 16.9, for an averageA0 of 17.6. This is 3.5%
larger than our value of 17.0.

Chhabra and Richardson@20# measured flow resistance at very
low Reynolds numbers (431026,Red,731024) using solu-
tions of glucose and water for the single orthogonal porosity
b50.34. Their result isA1517.0, which is the same as our result,
and right in the center of Ehrhardt’s cluster.

Brundrett@11# collected data from various sources to develop a
correlation usingG2 that is claimed to apply to Red from 1024 to
104. Brundrett’s only source of data below Red52 comes from
Munson@21#, who measured pressure drops across screens when
the approaching flow was a fully developed laminar duct flow.
That is, Munson’s approaching flow was parabolic in profile.

Fig. 9 Various correlation methods
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Brundrett converted Munson’s results into uniform flow results by
‘‘assuming that the pressure drop across each screen was not de-
pendent upon radial position, and hence, was constant at each and
every point of the screen.’’ This conversion gaveA257.125,
which is 38% lower than our fit of theG2 correlation of our data.

We believe that the comparison of our data to the data of
Chhabra and Richardson, the correlation of Cornell, and the col-
lective result of Ehrhardt’s data, supports the conclusion that the
steady-flow and oscillating-flow resistances are the same for
single screens at low Reynolds numbers, just as they are in the
intermediate regime. That Brundrett’s low-Reynolds-number fit,
shown as the dotted line in Fig. 8~b!, passes below all of our
points, and belowall of Ehrhardt’s points, even with their consid-
erable scatter, makes us doubt the validity of the assumptions that
Brundrett used to convert Munson’s data.

Both Chhabra and Richardson’s and Munson’s data suggest that
the low Re relationK}Re21 continues down to at least Red

51026.

6.1.3 High Red. Our data do not reach high enough Red to
make an accurate determination of the coefficientB in a fit. To the
extent that a given correlation does reduce the data to a single
curve, an upper limit onB is set by the points with the highest
Reynolds numbers. In our case, the data from screen 4–120 set
upper limits of aboutB150.55 andB250.45. Curiously, this is
consistent with data of Groth and Johansson and Pinker and Her-
bert when the data are correlated withG2 , but not withG1 .

Pinker and Herbert@13# did careful studies at high velocities to
separate the effects of Reynolds number and Mach number. Their
data~from four screens! led them to prefer aG2 correlation, with
B2.0.5. They also plotted their data usingG1 , with B1.0.8,
which is too large to be consistent with our oscillating-flow data.
Cornell @19# plotted data of his own and of others at high Rey-
nolds number usingG1 , and it also clusters aroundB1.0.8.
Comparing Figs. 9~a! and ~b! we see that Groth and Johansson’s
highest Red points lie above ours in~a! but not in ~b!. Clearly,
high Reynolds number single-screen oscillating flow data are
needed.

Most researchers have used eitherG1 or G2 for the entire range
of Red . We know of no reason, however, to believe that the low
and high Reynolds number resistance depend on porosity in the
same way. It could be, for example, that a better correlation would
take the formK5G1A1 Red

211G2B2.

6.2 The Correlation of Armour and Cannon. Armour and
Cannon@22# measured pressure drops through single layers of a
variety of types of screen and correlated their data with a unique
method using the volumetric porosityf. They considered the
avoidance of the use of fractional open area to be ‘‘a great ad-
vance’’ because certain types of weaves~‘‘dutch’’ weaves! that are
useful for filtration haveno open area projected on a plane normal
to the flow direction. We have had limited success with most
correlation methods involvingf, but this method is an exception,
giving the excellent results shown in Fig. 9~c!.

Armour and Cannon defined a friction factor

f A&C[
Dp

0.5r~u/f!2

D/2

QL
, (16)

and a Reynolds number that can be written as

ReA&C[
~u/f!

n

Dh
2

16fD
. (17)

The lengthL is the screen thickness, which is just 2dm for ideal
plane screens. The parameterQ is a ‘‘shape factor’’ that is one for
plane weaves. The parameterD is the ‘‘effective channel diam-
eter.’’ For plane screens,D5 l m , the geometric mean of the sides

of the rectangular opening. Armour and Cannon’s correlation is
unique in using bothDh and l m as parameters. It is interesting to
note that, for dutch weaves, even Armour and Cannon do not have
an expression forD; they used ‘‘the screen particle retention rat-
ing as specified by the screen manufacturer.’’

Using this correlation on our data gives a fit off A&C

55.8 ReA&C
21 10.5, with a standard deviation of 15% at low Rey-

nolds numbers~using a ReA&C50.7 as approximately equivalent
to the Red51.5 that is used for theG1 and G2 correlations to
define ‘‘low’’ Red). This is almost as good as theG1 correlation,
but without the use ofb, as desired. Also plotted in Fig. 9~c! are
Armour and Cannon’s data points for four screens with plane
square weaves. These points are taken from their plot, which does
not indicate which of the points are from which screen. The agree-
ment between their data and ours is quite good. Their fit to their
data is f A&C58.6 ReA&C

21 10.5, shown in Fig. 9~c! as the dotted
curve. This curve falls above all of our data, but it also falls above
most of their data forplane square weave. Their curve does pass
though the middle of their complete data set, which includes
points from screens with four other types of weave. This suggests
to us that their ‘‘shape factor’’Q does not fully account for the
differences between screen types.

6.3 Comparison to Studies Using Stacks of Screen.
Stacks of screens are important in the areas of thermoacoustics
and Stirling-cycle devices because they are used as regenerators.
The literature of stacked screens is fairly extensive, and includes
oscillating flow data. We cannot examine all of it in this paper, but
we feel that it is important to compare our single-screen oscillat-
ing flow data to at least some stacked screen measurements.

The relationship between the hydraulic resistance of a single
screen and that of a packed stack of screens is unclear. Coppage
and London@23# reported that the resistance of a stack of 40
screens is twice at big as that for a stack of 20 screens, but we
know of no studies that compare, say, the resistance of 1, 2, 3, and
4 screens in contact. Coppage and London did compare stacks of
close-packed screens to stacks with some space between the
screens, using a friction factor in which the overall regenerator
lengthL was replaced by the screen thickness times the number of
screens. They found that ‘‘the effects of screen separation on flow
friction are quite marked’’ at low Reynolds numbers, with a de-
crease in pressure drop of up to 25% when the space between the
screens was twice the screen thickness. This indicates that single-
screen friction factors should be lower than those for packed
stacks of screen.

A packed stack of screens is clearly an example of a porous
medium. Porous media are often characterized in terms of a Rey-
nolds number Reh and Fanning friction factorf F based on hydrau-
lic diameter and volumetric porosityf,

Reh[
~u/f!Dh

n
(18)

and

f F[
Dp

0.5r~u/f!2

Dh

4L
. (19)

The length of the regenerator in the flow direction isL. Many
papers also use a friction factor that is four times as large as the
Fanning friction factor. We convert all quoted results intof F .

6.3.1 Steady-Flow Data for Stacked Screens.Our data are
plotted in terms off F versus Reh in Fig. 9~d!, in gray, along with
our fit curve, f F532 Reh

2110.3. The f F2Reh system does not
work particularly well for the purposes of reducing our data to a
single curve; the standard deviation below Reh55.5 ~which is
roughly equivalent to Red51.5) is 24%. Our motivation for plot-
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ting the data in this way is that this system is used in many
publications includingCompact Heat Exchangersby Kays and
London @24#, which is cited often in the thermoacoustics and
Stirling literature as a source of steady-flow stacked-screen data.
The screen data presented by Kays and London comes from the
work of Coppage and London@25#.2 Their data for six sizes of
screen in steady flow are plotted in black in Fig. 9~d!. Also ap-
pearing in the plot as a dashed line is Organ’s fit,@26#, to Kays
and London’s presentation of these and other,@25#, measurements,
f F540 Reh

2110.3. The center of our data is about 20% lower than
the center of Coppage and London’s. This is similar to the reduc-
tion they saw by introducing space between their screens.

6.3.2 Oscillating-Flow Data for Stacked Screens.Tanaka,
Yamashita, and Chisaka@27# used thef F2Reh system to report
measurements of pressure drops through regenerators in oscillat-
ing flow. They fit their screen-regenerator data withf F

543.8 Reh
2110.40, 10% higher than Organ’s fit to Kays and Lon-

don’s steady-flow graphs and 33% higher than our single-screen
oscillating-flow results at low Reh . Hsu, Fu, and Cheng@6# on the
other hand, recently measured stacked-screen regenerators in os-
cillating flow over an exceptionally large range of Reh and came
up with f F527.3 Reh

2110.25. Disturbingly, this is 38% lower than
Tanaka’s measurement of exactly the same physical situation.
Their introduction implies that the discrepancy may be due to
Tanaka’s and others’ inference of gas velocity from piston posi-
tion, rather than direct measurement, or that previous investigators
did not measure over a large enough range in Reynolds number to
accurately determine the coefficients. When considering this ques-
tion, it should be taken into account that Hsu et al. used a Vali-
dyne DP103 for pressure measurements, and they state that ‘‘for
the low-frequency application of this experiment, a static calibra-
tion is adequate.’’ Our experience is different, using the same
DP103 transducer housing but using a thinner diaphragm. Their
measurements were carried out at 4 Hz. Our DP103 is 7.3% less
sensitive at 4 Hz than at 0.125 Hz. On the other hand, our sensor
also exhibits a large phase shift at 4 Hz, whereas their plots show
pressure and velocity in phase, so their less sensitive version of
the sensor may not have the same frequency response as ours.
However, we must recommend caution to future investigators who
might consider using this sensor for measurement of unsteady
pressures.

Hsu et al. and Zhao and Cheng@5# quoted previous researchers
who found that pressure drops though screen regenerators were
higher in oscillating flow than what was predicted from steady-
flow correlations. When Hsu et al. measured pressure drops
through their regenerators with both steady and oscillating flow,
however, they concluded that ‘‘the correlation between pressure-
drop and velocity for oscillating flows is the same as the steady
flow correlation.’’ They also concluded that an additional term
was necessary in the correlation function to match the data in the
intermediate Reynolds number region. That is, the intermediate
Reynolds number pressure drop deviates fromA Re211B for
packed screens as well as for single screens.

7 Conclusions
We report measurements of pressure drops across individual

woven-wire screens subjected to low-frequency oscillating flow in
the region 0.002&Red&400. The flow resistance depends on Rey-
nolds number, but we do not observe any separate dependence
upon the ratio of oscillation amplitude to wire diameter, as we
would have expected. With the correlating functionG15(1

2b)/b2, the data collapse to a single curve to within a standard
deviation of about 11%. A correlation of the form

Dp

ru2/2
5

12b

b2 S 17.0

Red
10.55D (20)

works very well below Red52, but underestimatesK for 2&Red
&200. A log-log plot of the data in this intermediate Reynolds
number region is fairly straight, so a Wieghardt-style correlation
such asK54.6G1 Red

21/3 works well for 2&Red&400. This be-
havior in the intermediate Reynolds number region has also been
observed by previous investigators who studied steady-flow
through single screens, and also by Hsu et al. for stacks of
screens.

If a correlation using volumetric porosity is desired, we recom-
mend the method developed by Armour and Cannon.

Keeping in mind our use of peak velocity and pressure ampli-
tudes to calculate Reynolds numbers and loss factors for oscillat-
ing flow, comparison of the present low-frequency oscillating-
flow data to previous studies of steady flow through single screens
suggests that the flow resistances are the same for these two cases,
provided that the size of the holes in the screen are smaller than a
viscous penetration depth. Our results are about 20% lower than
stacked-screen steady-flow friction factors reported by Coppage
and London. Previous studies of pressure drops though stacked
screens in oscillating flow fall both significantly above and sig-
nificantly below the present results, making comparison difficult.
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Nomenclature

Aw 5 wetted area~m2!
A 5 coefficient in correlation
B 5 coefficient in correlation

Dh 5 hydraulic diameter~m!
G 5 correlating funcion
K 5 pressure loss factor*

Dp 5 pressure difference* ~Pa!
Re 5 Reynolds number*

ReA&C 5 Reynolds number from Ref.@22#
Red 5 Re based on wire diameter
Reh 5 Re based on hydraulic diameter

V 5 volume ~m3!
d 5 wire diameter~m!

f F 5 Fanning friction factor
f A&C 5 friction factor from Ref.@22#

l 5 screen gap~m!
m 5 screen mesh~m21!
u 5 approach velocity* ~m/s!

Greek Letters

b 5 orthogonal porosity
n 5 kinematic viscosity~m2/s!
f 5 volumetric porosity
r 5 density~kg/m3!
u 5 phase angle
v 5 angular frequency of oscillation~radians/s!

Subscripts

1, 2 5 screen coordinate direction~on d, l, m!
m 5 mean of value in directions 1 and 2

0, 1, 2 5 correlation number~on A, B, G!
2We transcribe the data of Ref.@23# from @25#, which contains the same data in

larger graphs than the original paper. We transcribe only the screen data, which
covers the low Reynolds numbers. Kays and London’s higher Reynolds number data
come from measurements on matrices of crossed rods, together with converting these
into results equivalent to those from woven screens.

*For oscillating flow cases,u, Dp, K, and all Reynolds numbers refer topeak, not
instantaneous, quantities.
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Turbulent Boundary Layers Over
Surfaces Smoothed by Sanding
Flat-plate turbulent boundary layer measurements have been made on painted surfaces,
smoothed by sanding. The measurements were conducted in a closed return water tunnel,
over a momentum thickness Reynolds number~Reu! range of 3000 to 16,000, using a
two-component laser Doppler velocimeter (LDV). The mean velocity and Reynolds stress
profiles are compared with those for smooth and sandgrain rough walls. The results
indicate an increase in the boundary layer thickness (d) and the integral length scales for
the unsanded, painted surface compared to a smooth wall. More significant increases in
these parameters, as well as the skin-friction coefficient~Cf! were observed for the
sandgrain surfaces. The sanded surfaces behave similarly to the smooth wall for these
boundary layer parameters. The roughness functions~DU1! for the sanded surfaces
measured in this study agree within their uncertainty with previous results obtained using
towing tank tests and similarity law analysis. The present results indicate that the mean
profiles for all of the surfaces collapse well in velocity defect form. The Reynolds stresses
also show good collapse in the overlap and outer regions of the boundary layer when
normalized with the wall shear stress.@DOI: 10.1115/1.1598992#

Introduction
The importance of rough wall, turbulent boundary layers is well

established. In a large number of engineering applications, from
pipe flow to flow over a ship’s hull, boundary layers develop over
surfaces that are rough to an appreciable degree. For this reason, a
significant body of research has focused on quantifying the effect
of surface roughness on boundary layer structure. Numerous ex-
perimental investigations of rough wall, turbulent boundary layers
have been conducted including the studies of Clauser@1#, Hama
@2#, Ligrani and Moffat @3#, Krogstad and Antonia@4–6#, and
others. Raupach et al.@7# provides an excellent review of much of
this work. The majority of these investigations have centered on
flows over simple, well-defined roughness patterns such as trans-
verse bars, mesh screen, sandgrains, and circular rods. While use
of simple roughness geometry is attractive since it is easily de-
fined and can be parametrically altered, it is not representative of
most roughness of engineering interest. A notable exception was
the study of Acharya et al.@8# that documented the effect of sur-
face roughness caused by machining, such as that observed on
turbine blades.

In many cases, turbulent flows evolve over painted surfaces that
have been smoothed by sanding~e.g., sailing hulls and wind and
water tunnel models!. In a previous study using a towing tank,
Schultz@9# documented the effect of sanding on surface roughness
and frictional resistance of flat plates; however, no measurements
of the mean and turbulent velocity profiles were made. The pur-
pose of the present investigation is to document the mean velocity
and Reynolds stress profiles over these surfaces and compare
them to smooth and sandgrain rough walls~i.e., sandpaper cov-
ered surfaces!. This should provide a framework from which to
address the similarities and differences observed in turbulent
boundary layers on sanded, painted surfaces to those developing
over smooth and sandgrain surfaces.

The mean velocity profile in the overlap and outer region for a
smooth wall, turbulent boundary layer can be expressed as

U15
1

k
ln~y1!1B12v~y/d!P/k. (1)

Clauser@1# argued that the primary effect of surface roughness
was to cause a downward shift in the logarithmic region of the
mean velocity profile for the boundary layer. For so-called ‘‘k-
type’’ rough walls, the downward shift,DU1, called the rough-
ness function, correlates withk1, the roughness Reynolds num-
ber, defined as the ratio of the roughness length scale,k, to the
viscous length scale,n/ut . The mean velocity profile in a rough
wall boundary layer is, therefore, given as

U15
1

k
ln~~y1«!1!1B2DU112v~~y1«!/d!P/k. (2)

Hama @2# showed that by evaluating Eqs.~1! and ~2! at y5y
1«5d, the roughness function is found by subtracting the rough
wall log-law intercept from the smooth wall intercept,B, at the
same value of Red* . The roughness function can be expressed as

DU15SA 2

Cf
D

s

2SA 2

Cf
D

R

. (3)

It should be noted that Eq.~3! is only valid provided the mean
velocity profiles collapse in velocity defect form, given as,@1#,

Ue2U

ut
5 f S y

d D . (4)

Collapse of the mean defect profiles for rough and smooth walls is
consistent with the turbulence similarity hypotheses of Townsend
@10# and Perry and Li@11# that state that turbulence outside of the
roughness sublayer~i.e., the layer of fluid immediately adjacent to
the roughness! is independent of the surface condition at suffi-
ciently high Reynolds number. A majority of the experimental
evidence seems to support the universality of the defect law. Some
recent research, however, indicates that surface roughness alters
the velocity defect profile,@4,8#, leads to a higher degree of iso-
tropy of the Reynolds normal stresses,@4–6#, and changes the
Reynolds shear stress profiles in the outer region of the boundary
layer, @4–6#. Another outstanding issue is the ability to character-
ize the roughness function (DU1) for a generic surface by a
physical measurement of the surface roughness~k! alone.

The goal of the present experimental investigation is to docu-
ment the mean velocity and Reynolds stress profiles on painted
surfaces smoothed by sanding. These are compared with profiles
over smooth and sandgrain rough walls. An attempt to identify a
suitable roughness scaling parameter for the roughness function
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for this particular class of surfaces is made. These results are
compared with the roughness function measured indirectly for
these surfaces by Schultz@9# using frictional resistance measure-
ments on towed flat plates.

Experimental Facilities and Method
The present experiments were carried out in the closed circuit

water tunnel facility at the United States Naval Academy Hydro-
mechanics Laboratory. The test section is 40 cm by 40 cm in cross
section and is 1.8 m in length, with a tunnel velocity range of
0–6.0 m/s. In the present investigation, the freestream velocity
was varied between;1.0 m/s– 3.5 m/s (Rex51.43106– 4.9
3106). Flow management devices include turning vanes placed
in the tunnel corners and a honeycomb flow straightener in the
settling chamber. The honeycomb has 19 mm cells that are 150
mm in length. The area ratio between the settling chamber and the
test section is 20:1, and the resulting freestream turbulence inten-
sity in the test section is;0.5%.

The test specimens were inserted into a flat-plate test fixture
mounted horizontally in the tunnel. The test fixture is similar to
that used by Schultz@12#. The fixture is 0.40 m in width, 1.68 m
in length, and 25 mm thick. It is constructed of a high density
foam core covered with carbon fiber reinforced plastic skins and
was mounted horizontally in the tunnel’s test section along its
centerline. The leading edge of the test fixture is elliptically
shaped with an 8:1 ratio of the major and minor axes. The forward
most 200 mm of the plate is covered with 36-grit sandpaper to trip
the developing boundary layer. The use of a strip of roughness
was shown by Klebanoff and Diehl@13# to provide effective
boundary layer thickening and a fairly rapid return to self-
similarity. The test specimen mounts flush into the test fixture and
its forward edge is located immediately downstream of the trip.
The removable test specimens are fabricated from 12-mm thick
cast acrylic sheet 350 mm in width and 1.32 m in length. The
boundary layer profiles presented here were taken 1.35 m down-
stream of the leading edge of the test fixture. Profiles taken from
0.75 m to the measurement location confirmed that the flow had
reached self-similarity. The trailing 150 mm of the flat plate fix-
ture is a movable tail flap. This was set with the trailing edge up at
;5 deg in the present experiments to prevent separation at the
leading edge of the plate. The physical growth of the boundary
layer and the inclined tail flap created a mildly favorable pressure
gradient at the measurement location. The acceleration parameter
~K! varied from 7.431028 at the lowest freestream velocity to
2.031028 at the highest freestream velocity. The pressure gradi-
ent did not vary significantly between the test specimens.

Six test surfaces were tested in the present study~Table 1!.
Three served as controls. One was a smooth cast acrylic surface.
The other two were sandgrain rough surfaces; one covered with
60-grit wet/dry sandpaper and the other with 220-grit wet/dry
sandpaper. The remaining three test surfaces consisted of acrylic
plates initially painted with several coats of marine polyamide
epoxy paint manufactured by International Paint. The paint was

applied with a spray gun. One surface was tested in the unsanded
condition. One was wet sanded with 60-grit sandpaper. The final
test surface was wet sanded with 120-grit sandpaper. All the sand-
ing in the present experiment was carried out by hand with the aid
of a sanding block using small circular motions. The surfaces
were carefully cleaned with water and a soft cloth to remove grit
and detritus left behind by the sanding process. Further detail of
the surface preparation is given in Schultz@9#. The surface rough-
ness profiles of the test plates were measured using a Cyber Op-
tics laser diode point range sensor~model #PRS 40! laser profilo-
meter system mounted to a Parker Daedal two-axis traverse with a
resolution of 5mm. The resolution of the sensor is 1mm with a
laser spot diameter of 10mm. Data were taken over a sampling
length of 50 mm and were digitized at a sampling interval of 25
mm. Ten linear profiles were taken on each of the test surfaces. No
filtering of the profiles was conducted except to remove any linear
trend in the trace. A description of the test surfaces along with the
surface roughness statistics is given in Table 1. It should be noted
that an error in the calibration used in@9# led to a systematic
underestimate of the roughness height parameters. This has been
remedied and the roughness height parameters given here have
been verified using a second profilometer.

Velocity measurements were made using a TSI IFA550 two-
component fiber-optic LDV system. The LDV used a four beam
arrangement and was operated in backscatter mode. The probe
volume diameter was;90 mm, and its length was;1.3 mm. The
viscous length (n/ut) varied from a minimum of 5mm for 60-grit
sandpaper at the highest Reynolds number to 24mm for the
smooth wall at the lowest Reynolds number. The diameter of the
probe volume, therefore, ranged from 3.8 to 18 viscous lengths in
the present study. The LDV probe was mounted on a Velmex
three-axis traverse unit. The traverse allowed the position of the
probe to be maintained to610 mm in all directions. In order to
facilitate two-component near-wall measurements, the probe was
tilted downwards at an angle of 4 deg to the horizontal and was
rotated 45 deg about its axis. Velocity measurements were con-
ducted in coincidence mode with 20,000 random samples per lo-
cation. Doppler bursts for the two channels were required to fall
within a 50ms coincidence window or the sample was rejected.

In this study, the skin-friction coefficient,Cf , for the smooth
surface was found using the Clauser chart method,@1#, with log-
law constantsk50.41 andB55.0. For the rough walls,Cf was
obtained using a procedure based on the modified Clauser chart
method given by Perry and Li@11#. To accomplish this, the wall
datum offset was first determined using an iterative procedure.
This involved plottingU/Ue versus ln@(y1«)Ue /n# for points in
the log-law region~points between (y1«)1560 and (y1«)/d
50.2) based on an initial guess ofut obtained using the total
stress method detailed below. The wall datum offset was initially
taken to be zero and was increased until the goodness of fit of
linear regression through the points was maximized. This was

Table 1 Description and roughness statistics of the test surfaces

Specimen
Ra

~mm!
Rq

~mm!
Rt

~mm!
Rz

~mm! Description

Smooth NA NA NA NA Cast acrylic surface
60-grit
sandpaper

12665 16067 983689 921682 60-grit commercial wet/dry sandpaper

220-grit
sandpaper

3062 3862 275617 251614 220-grit commercial wet/dry sandpaper

Unsanded 961 1261 7668 7167 Unsanded, sprayed polyamide epoxy
60-grit
sanded

561 461 3664 3263 Sprayed polyamide epoxy
sanded with 60-grit wet/dry sandpaper

120-grit
sanded

461 361 2662 2362 Sprayed polyamide epoxy
sanded with 120-grit wet/dry sandpaper

Uncertainties represent the 95% confidence precision bounds
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considered the proper wall datum offset. The following formula
was then used to determineCf based on the slope of the regres-
sion line,@14#:

Cf52k2S d~U/Ue!

d~ ln@~y1«!Ue /n#! D
2

. (5)

For all the test surfaces, the total stress method was also used to
verify Cf . It assumes a constant stress region equal to the wall
shear stress exists in the inner layer of the boundary layer. If the
viscous and turbulent stress contributions are added together, an
expression forCf may be calculated as the following evaluated at
the total stress plateau in the inner layer:

Cf5
2

Ue
2 Fn

]U

]y
2u8v8G . (6)

Uncertainty Estimates
Precision uncertainty estimates for the velocity measurements

were made through repeatability tests using the procedure given
by Moffat @15#. Ten replicate velocity profiles were taken on both
a smooth and a rough plate. The standard error for each of the
measurement quantities was then calculated for both samples. In
order to estimate the 95% confidence limits for a statistic calcu-
lated from a single profile, the standard deviation was multiplied
by the two-tailedt value (t52.262) for nine degrees-of-freedom
and a50.05, as given by Coleman and Steele@16#. LDV mea-
surements are also susceptible to a variety of bias errors including
angle bias, validation bias, velocity bias, and velocity gradient
bias, as detailed by Edwards@17#. Angle or fringe bias is due to
the fact that scattering particles passing through the measurement
volume at large angles may not be measured since several fringe
crossings are needed to validate a measurement. In this experi-
ment, the fringe bias was considered insignificant, as the beams
were shifted above a burst frequency representative of twice the
freestream velocity,@17#. Validation bias results from filtering too
close to the signal frequency and any processor biases. In general
these are difficult to estimate and vary from system to system. No
corrections were made to account for validation bias. Velocity bias
results from the greater likelihood of high velocity particles mov-
ing through the measurement volume during a given sampling
period. The present measurements were burst transit time

weighted to correct for velocity bias, as given by Buchhave et al.
@18#. Velocity gradient bias is due to variation in velocity across
the measurement volume. The correction scheme of Durst et al.
@19# was used to correctu8. The corrections to the mean velocity
and the other turbulence quantities were quite small and therefore
neglected. An additional bias error in thev8 measurements of
;2% was caused by introduction of thew8 component due to
inclination of the LDV probe.

These bias estimates were combined with the precision uncer-
tainties to calculate the overall uncertainties for the measured
quantities. The resulting overall uncertainty in the mean velocity
is 61%. For the turbulence quantitiesu82, v82, and u8v8, the
overall uncertainties are62%, 64%, and67%, respectively. The
precision uncertainties inCf were calculated using a series of
repeatability tests, in a manner similar to that carried out for ve-
locities. These were combined with bias estimates to calculate the
overall uncertainty inCf . The uncertainty inCf for the smooth
walls using the Clauser chart method is64%, and the uncertainty
in Cf for the rough walls using the modified Clauser chart method
was67%. The increased uncertainty for the rough walls resulted
mainly from the extra two degrees-of-freedom in fitting the log
law ~« and DU1). The uncertainty inCf using the total stress
method is68% for both the smooth and rough walls. The uncer-
tainties ind, d* , andu are67%, 64%, and65%, respectively.

Results and Discussion
The experimental conditions for each of the test cases are pre-

sented in Table 2. Significant increases in the physical growth of
the boundary layer were noted on the unsanded and sandgrain
rough surfaces compared to the smooth wall. The average in-
creases ind, d* , andu for the unsanded surface were 16%, 19%,
and 17%, respectively. The 60-grit sandpaper showed increases of
24%, 70%, and 50%, while the 240-grit sandpaper had increases
of 14%, 36%, and 27% ind, d* , andu, respectively. The increase
measured in these quantities compared to the smooth wall for both
of the sanded surfaces was within the experimental uncertainty.
The skin-friction coefficient determined using the Clauser chart
and the total stress methods showed good agreement in this inves-
tigation, as the two fell within the uncertainty for all of the test
cases. The values ofCf andut used in the results that follow were

Table 2 Boundary layer parameters for the test cases

Specimen
Test
Case

Ue
~ms

21
! Reu

Cf3103

Clauser

Cf3103

Total
Stress

d
~mm!

d*
~mm!

u
~mm! H DU1

Smooth 1 0.94 2950 3.44 3.32 28 3.8 2.9 1.30 —
2 2.60 7020 2.99 3.04 26 3.2 2.5 1.27 —
3 2.99 8080 2.92 2.82 27 3.2 2.5 1.26 —
4 3.58 9680 2.82 2.77 26 3.2 2.5 1.26 —

60-grit
sandpaper

1 0.93 3720 4.82 4.55 33 5.1 3.7 1.38 4.5
2 2.53 10600 5.04 5.29 33 5.5 3.9 1.42 7.4
3 3.12 13800 4.87 5.09 33 5.9 4.1 1.44 8.0
4 3.58 16400 4.84 5.13 34 6.1 4.3 1.43 8.3

220-grit 1 0.95 3420 3.52 3.66 33 4.7 3.5 1.36 1.3
sandpaper 2 2.60 8930 3.79 3.90 29 4.3 3.2 1.34 3.9

3 3.07 11000 3.89 3.77 30 4.5 3.3 1.36 4.8
4 3.63 12900 3.85 3.69 30 4.6 3.4 1.36 5.2

Unsanded 1 0.93 3170 3.40 3.31 31 4.1 3.2 1.30 0.3
2 2.50 8080 3.05 3.14 31 3.8 2.9 1.29 0.9
3 3.11 10500 2.94 2.98 31 4.0 3.1 1.29 1.3
4 3.59 11900 2.95 2.87 31 4.0 3.1 1.29 1.6

60-grit
sanded

1 0.95 2830 3.50 3.46 27 3.8 2.9 1.31 0.2
2 2.53 6720 3.07 2.93 27 3.2 2.5 1.27 0.2
3 3.09 8200 2.98 2.78 28 3.2 2.5 1.27 0.4
4 3.52 9260 2.94 2.87 27 3.2 2.5 1.26 0.5

120-grit
sanded

1 1.00 2920 3.46 3.43 28 3.9 3.0 1.32 0.0
2 2.50 7070 3.06 2.93 26 3.2 2.5 1.26 0.2
3 3.01 9700 2.81 2.65 28 3.8 3.0 1.27 0.2
4 3.69 11400 2.83 2.68 28 3.6 2.9 1.25 0.3
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determined using the Clauser chart method. This method was se-
lected due to its lower overall uncertainty. Figure 1 presentsCf
versus Reu for all the test surfaces. The smooth wall results of
Coles@20# and DeGraaff and Eaton@21# are shown for compari-
son. The present smooth wallCf values were systematically
higher than the results of Coles and DeGraaff and Eaton by;6%
and ;4%, respectively. This may have been due to the elevated
freestream turbulence intensity in the test facility and a slightly
favorable pressure gradient, both of which would tend to increase
Cf . It should be noted, however, that the present results agree
with those of the previous investigations within the combined un-
certainties of the measurements. TheCf values for the sanded and
unsanded surfaces are observed to rise slightly above the smooth
wall curve as Reu increases, however, the increases were still
within the uncertainty of the measurements. The sandgrain rough
surfaces both exhibited a significant increase inCf over the entire
range of Reu . At the highest Reynolds number,Cf was 87%
higher than the smooth curve for the 60-grit sandpaper and was
43% higher for the 220-grit sandpaper.

Figure 2 shows the mean velocity profiles in wall variables for
all of the test surfaces at the highest freestream velocity. The
smooth profile follows the smooth wall log-law well in the over-
lap region. The rough surfaces also display a linear log region that
is shifted byDU1 below the smooth profile. As expected, a trend
of increasingDU1 with increasing roughness height is observed.
Sanded surfaces smoother than 120-grit sanded were not tested,

because, as illustrated in Fig. 2, the velocity profiles were virtually
collapsed with the smooth profile at this surface finish. However,
in a previous study~Schultz@9#!, small but significant differences
in the overall frictional resistance of towed plates were observed
on smoother surfaces. This implies that a roughness function may
exist for surfaces sanded with finer grit sandpaper, however, they
are difficult to measure using velocity profile methods. The mean
velocity profiles for the sanded surfaces in wall coordinates are
shown in Fig. 3. Figure 3~a! shows the profiles for the unsanded
surface. An increase is seen inDU1 with increasing unit Rey-
nolds number, as expected. In Figs. 3~b! and 3~c!, a similar trend
is observed, but the changes inDU1 with increasing unit Rey-
nolds number are very small.

Figure 4 presents the roughness functions (DU1 versusk1) for
all of the rough test surfaces. The Colebrook-type,@22#, roughness
function for naturally occurring roughness given by Grigson@23#
and the Nikuradse-type,@24#, roughness function for uniform sand
given by Schlichting@25# are shown for comparison. The painted
surfaces show good agreement (R250.9) with a Colebrook-type
roughness function usingk50.39Ra . Usingk based on the other
roughness height parameters shown in Table 1 gave similar agree-
ment with a Colebrook-type roughness function for these surfaces.

Fig. 1 Skin-friction coefficient versus momentum thickness
Reynolds number. „Overall uncertainty in Cf : smooth wall,
Á4%; rough wall, Á7%.…

Fig. 2 Mean velocity profiles in wall coordinates for all sur-
faces at the highest freestream velocity. „Overall uncertainty in
U¿: smooth wall, Á4%; rough wall, Á7%.…

Fig. 3 Mean velocity profiles in wall coordinates for „a… the
unsanded surface, „b… the 60-grit sanded surface, and „c… the
120-grit sanded surface. „Overall uncertainty in U¿, Á7%.…
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The sandgrain rough surfaces agree well with a Nikuradse-type
roughness function withk50.75Rt . This indicates that for these
relatively simple roughness geometries a single roughness height
parameter is a sufficient scaling parameter to characterize the
physical nature of the surface. Acharya et al.@8# have shown that
for surfaces representative of those on gas turbine blades, a tex-
ture parameter such as the root mean square deviation in the sur-
face slope angle may be required to serve as an additional scaling
parameter. It should be noted that the effect of changing the
choice ofk on the roughness function for a given surface is to
simply shift the curve along the horizontal axis without changing
its shape, sincen/ut andDU1 are determined by the flow. Figure
5 shows the present roughness functions for the painted surfaces
along with the results from similar surfaces determined by Schultz
@9# using towing tank measurements and boundary layer similarity
law analysis. Overall, there is good agreement between the data
sets and the Colebrook-type roughness function usingk
50.39Ra . These data indicate that the roughness functions deter-
mined indirectly using overall skin-friction resistance measure-
ments and similarity law analysis can provide results that agree
with those determined directly using the mean velocity profile as
was argued by Granville@26#.

The mean velocity profiles in defect form~Eq. ~4!! for all test
surfaces at the highest freestream velocity are presented in Fig. 6.
The velocity defect profiles exhibit good collapse in the overlap
and outer regions of the boundary layer. This supports a universal

velocity defect profile for rough and smooth walls as first pro-
posed by Clauser@1# and also lends support to the boundary layer
similarity hypotheses of Townsend@10# and Perry and Li@11# that
state that turbulence outside of the roughness sublayer is indepen-
dent of the surface condition at sufficiently high Reynolds num-
ber. Acharya et al.@8# also noted good collapse to a universal
defect profile for mesh and machined surface roughness but ob-
served significant scatter for sand-cast surfaces.

The normalized, axial Reynolds normal stress (u82/ut
2 or

equivalentlyru82/tw) profiles for all test surfaces at the highest
freestream velocity are presented in Fig. 7. Also shown for com-
parison are the results of the smooth wall direct numerical simu-
lation ~DNS! by Spalart@27# at Reu51410 and the smooth and
rough wall experimental results of Perry and Li@11# at Reu
511,097 and 7645, respectively. Good collapse ofu82/ut

2 profiles
is observed in both the overlap and outer regions of the boundary
layer. This is in agreement with the findings of Perry and Li@11#
and Krogstad and Antonia@4–6# who also observed no significant
difference in the axial Reynolds normal stress profiles for smooth
and rough walls outside of the inner region when they were nor-
malized usingut

2. It should be noted that the present results also
show good quantitative agreement with those of Perry and Li@11#.
The mixed scaling (u82/utUe) recently proposed by DeGraaff and
Eaton @21# based on a smooth wall study was also tried on the

Fig. 4 Roughness functions „DU¿ versus k¿
… for the rough

specimens. „Overall uncertainty in DU¿, Á10% or Á0.2 which-
ever is greater. …

Fig. 5 Roughness functions „DU¿ versus k¿
… for the painted

surfaces. „Overall uncertainty in DU¿, Á0.2.…

Fig. 6 Velocity defect profiles for all surfaces at the highest
freestream velocity. „Overall uncertainty in „UeÀU…Õu t :
smooth wall, Á5%; rough wall, Á7%.…

Fig. 7 Normalized axial Reynolds normal stress profiles for all
surfaces at the highest freestream velocity. „Overall uncertainty
in u 82Õu t

2: smooth wall, Á5%; rough wall, Á7%.…
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present results. While it provided good collapse of the smooth
wall results, it did not collapse the profiles from the different
rough walls as effectively asut

2. The normalized, axial Reynolds
normal stress (u82/ut

2) profiles for the unsanded, 60-grit sanded,
and 120-grit sanded surfaces are presented in Fig. 8. The profiles
at the three highest Reynolds numbers for all of these surfaces
numbers show good collapse. The lowest Reynolds number pro-
files are slightly below the other profiles in all cases. This is prob-
ably due to the fact that the momentum thickness Reynolds num-
ber was relatively low (Reu,3200). Coles@20# gives Reu.6000
to achieve a fully developed, equilibrium turbulent boundary
layer. Again, the agreement of the present results with the smooth
and rough wall results of Perry and Li@11# is within the experi-
mental uncertainty.

The normalized, wall-normal Reynolds normal stress (v82/ut
2

or equivalentlyrv82/tw) profiles for all test surfaces at the high-
est freestream velocity are presented in Fig. 9. Again, the results
of the smooth wall DNS by Spalart@27# and the smooth and rough
wall experimental results of Perry and Li@11# are given for com-
parison. Good collapse ofv82/ut

2 profiles is noted in both the

overlap and outer regions of the boundary layer. This is in agree-
ment with the findings of Perry and Li@11# who also observed no
significant difference in the wall-normal Reynolds normal stress
profiles for smooth and rough walls outside of the near wall re-
gion when they were normalized usingut

2. Krogstad and Antonia
@4–6# noted a large increase inv82/ut

2 well into the outer region
of the boundary layer for mesh and circular rod roughness. They
attributed this to an increase in the inclination angle of the large-
scale structures, which tended to make the turbulence in the outer
region more isotropic. Schultz@12# also observed this on flows
over filamentous algae roughness but showed sandgrain roughness
results collapsed well with smooth wall profiles. Further research
is needed to show what surface properties are necessary to pro-
duce these changes in the boundary layer structure. It should be
stated that the present results in Fig. 9 agree within their experi-
mental uncertainty with those of Perry and Li@11#. The normal-
ized, wall-normal Reynolds normal stress (v82/ut

2) profiles for the
unsanded, 60-grit sanded, and 120-grit sanded surfaces are pre-
sented in Fig. 10. The profiles at the three highest Reynolds for all
of these surface numbers show good collapse. The lowest Rey-
nolds number profiles are slightly below the other profiles in all
cases and show better agreement with the low Reynolds number
DNS of Spalart@27#.

The normalized, Reynolds shear stress (2u8v8/ut
2 or equiva-

lently 2ru8v8/tw) profiles for all surfaces at the highest
freestream velocity are presented in Fig. 11. The results of the
smooth wall DNS by Spalart@27#, the smooth wall experimental
results of DeGraaff and Eaton@21# at Reu513,000, and the rough
wall experimental results of Ligrani and Moffat@3# at Reu
518700 are shown for comparison. Reasonably good collapse of
the 2u8v8/ut

2 profiles is observed in both the overlap and outer
regions of the boundary layer. This is in agreement with the mea-
surements of Ligrani and Moffat@3# who also observed no signifi-
cant difference between the Reynolds shear stress profiles for
smooth and rough walls outside of the near wall region when they
were normalized usingut

2. Krogstad and Antonia@4–6# noted a
significant increase in2u8v8/ut

2 well into the outer region of the
boundary layer for mesh and circular rod roughness. Schultz@12#
also observed this on flows over filamentous algae roughness but
showed sandgrain roughness collapsed well with smooth wall pro-
files. The present results in Fig. 11 agree within experimental
uncertainty with those of DeGraaff and Eaton@21# and Ligrani
and Moffat @3#. On the roughest surface, the 60-grit sandpaper, a
local increase in2u8v8/ut

2 was observed in the inner region of
the boundary layer. This increase persisted out to a distance of

Fig. 8 Normalized axial Reynolds normal stress profiles for „a…
the unsanded surface, „b… the 60-grit sanded surface, and „c…
the 120-grit sanded surface. „Overall uncertainty in u 82Õu t

2,
Á7%.…

Fig. 9 Normalized wall-normal Reynolds normal stress pro-
files for all surfaces at the highest freestream velocity. „Overall
uncertainty in v 82Õu t

2: smooth wall, Á6%; rough wall, Á8%.…
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;4k from the wall. Outside of this distance, the profile collapsed
well with the others. The normalized, Reynolds shear stress
(2u8v8/ut

2) profiles for the unsanded, 60-grit sanded, and 120-
grit sanded surfaces for all freestream velocities are presented in
Fig. 12. Again, agreement within the experimental uncertainty
was observed between the present results and those of the previ-
ous experimental studies.

Conclusion
Comparisons of turbulent boundary layers developing over

painted surfaces, smoothed by sanding with smooth and sandgrain
walls have been made. An increase in the physical growth of the
boundary layer was measured for the unsanded and the sandgrain
roughness. A significant increase inCf was also observed for the
sandgrain surfaces. The change in these parameters for the sanded
surfaces was within the experimental uncertainty. The roughness
functions (DU1) for the sanded surfaces measured in this study
agree within their uncertainty with previous results obtained using
towing tank tests and similarity law analysis. The present results
show that the mean profiles for all of the surfaces collapse well in
velocity defect form. Furthermore, the profiles of the normalized

Fig. 12 Normalized Reynolds shear stress profiles for „a… the
unsanded surface, „b… the 60-grit sanded surface, and „c… the
120-grit sanded surface. „Overall uncertainty in Àu 8v 8Õu t

2,
Á10%.…

Fig. 10 Normalized wall-normal Reynolds normal stress for „a…
the unsanded surface, „b… the 60-grit sanded surface, and „c…
the 120-grit sanded surface. „Overall uncertainty in v 82Õu t

2,
Á8%.…

Fig. 11 Normalized Reynolds shear stress profiles for all sur-
faces at the highest freestream velocity. „Overall uncertainty in
Àu 8v 8Õu t

2: smooth wall, Á8%; rough wall, Á10%.…
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Reynolds stresses (u82/ut
2, v82/ut

2, and2u8v8/ut
2) for both the

smooth and rough surfaces show agreement within experimental
uncertainty in the overlap and outer regions of the boundary layer.
These results lend support to the boundary layer similarity hy-
potheses of Townsend@10# and Perry and Li@11#.
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Nomenclature

B 5 smooth wall log-law intercept, 5.0
Cf 5 skin-friction coefficient, (tw)/@(1/2)rUe

2#
k 5 arbitrary measure of roughness height
K 5 acceleration parameter, (n/Ue

2)(dUe /dx)
N 5 number of samples in surface profile

R2 5 coefficient of determination
Ra 5 centerline average roughness height, (1/N)( i 51

N uyi u
Rq 5 root mean square roughness height,A(1/N)( i 51

N yi
2

Rt 5 maximum peak to trough height,ymax2ymin
Rz 5 ten point roughness height, (1/5)( i 51

5 (ymax i2ymin i)
Rex 5 Reynolds number based on distance from leading

edge,Uex/n
Red* 5 displacement thickness Reynolds number,Ued* /n
Reu 5 momentum thickness Reynolds number,Ueu/n

U 5 mean velocity in thex-direction
Ue 5 freestream velocity

DU1 5 roughness function
u82 5 streamwise mean square fluctuating velocity

u8v8 5 mean product of instantaneous streamwise and wall-
normal fluctuating velocity

ut 5 friction velocity, Atw /r
v82 5 wall-normal mean square fluctuating velocity

x 5 streamwise distance from plate leading edge
y 5 normal distance from the wall
d 5 boundary layer thickness (y@U50.995Ue)

d* 5 displacement thickness,*0
d(12U/Ue)dy

« 5 wall datum offset
k 5 von Karman constant50.41
n 5 kinematic viscosity of the fluid
P 5 wake parameter
u 5 momentum thickness,*0

d(U/Ue)(12U/Ue)dy
r 5 density of the fluid

tw 5 wall shear stress
v 5 wake function

Superscripts

1 5 inner variable~normalized withut or ut /n)

Subscripts

min 5 minimum value
max 5 maximum value

R 5 rough surface
S 5 smooth surface
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Influence of Three-Dimensional
Roughness on Pressure-Driven
Flow Through Microchannels
Surface roughness is present in most of the microfluidic devices due to the microfabrica-
tion techniques or particle adhesion. It is highly desirable to understand the roughness
effect on microscale flow. In this study, we developed a three-dimensional finite-volume-
based numerical model to simulate pressure-driven liquid flow in microchannels with
rectangular prism rough elements on the surfaces. Both symmetrical and asymmetric
roughness element arrangements were considered, and the influence of the roughness on
pressure drop was examined. The three-dimensional numerical solution shows significant
effects of surface roughness in terms of the rough elements’ height, size, spacing, and the
channel height on both the velocity distribution and the pressure drop. The compression-
expansion flow around the three-dimensional roughness elements and the flow blockage
caused by the roughness in the microchannel were discussed. An expression of the relative
channel height reduction due to roughness effect was presented.
@DOI: 10.1115/1.1598993#

1 Introduction

A lab-on-a-chip device is a miniaturized laboratory on a chip
consisting of a network of microchannels. Precise manipulation of
biological liquids is key to the performance of the biochip de-
vices. Fundamental understanding of liquid flow through the mi-
crochannels is therefore important to the design and operation of
the biochip devices. In addition to the interfacial electrokinetic
properties, the surface roughness of the microchannels plays an
important role in determining the flow characteristics. Generally,
the microchannel surface has certain degrees of roughness gener-
ated by the manufacturing techniques or by adhesion of biological
particles from the liquids. Liquid flows through the microchannels
are influenced by the presence of the rough elements on the mi-
crochannel surface.

In the literature there are a few studies of microchannel flow
related to surface roughness. These are experimental investiga-
tions of flow and heat transfer in microtubes,@1#, of diameters
ranging from 50 to 254mm and in trapezoidal microchannels,
@2,3#, of hydraulic diameters ranging from 51 to 169mm. The
observed increase in flow friction and the decrease in heat transfer
were attributed to surface roughness effects,@1–3#.

The purpose of this study is to examine the influence of micron-
sized rough elements on pressure-driven flow in microchannels by
three-dimensional numerical simulations. We consider the rough
microchannel wall as a homogeneous surface with uniformly dis-
tributed rough elements. Furthermore, to simplify the modeling
and numerical simulation, we consider the rough elements to be
cylinders with a square cross section. Two types of the roughness
element arrangement on the microchannel wall are considered as
shown in Figs. 1~a! and ~b!. These roughness elements block the

flow and increase the pressure drop over the microchannel. The
pressure drop is a key parameter for controlling the liquid flow
through the lab chips.

Generally, flows in most microfluidic systems, whether pressure
or electrokinetically driven, are limited to the low Reynolds num-
ber regime,~i.e., Re,1!. For conventional external flows at high
Reynolds numbers, for example, flow crossing banks of tubes,@4#,
the states of the flow within the bank are dominated by boundary
layer separation effects and by wake interactions, both of which
may cause complicated, asymmetrical flow patterns. However,
this will not occur for the flow in low Reynolds number regime as
considered here.

In this study we consider pressure-driven flow in a slit micro-
channel formed by two parallel surfaces with rough elements, as
illustrated in Fig. 2. For the two arrangements of rough elements
as shown in Fig. 1, the influence of the rough element size, height,
density and the channel sizes on the flow in microchannels will be
examined. In order to compare the results with that of smooth
microchannels, we use the microchannels’ height as the character-
istic length in the model. To our knowledge, this is the first theo-
retical study to investigate micro roughness effect on liquid flow
through microchannels.

2 Theoretical Model
In a number of recent studies, computational fluid dynamics

modeling has proven to be an excellent tool for analyzing flow in
microfluidic systems and devices,@5,6#. In this section, we will
present the relevant equations, primary assumptions, simulation
conditions, and the numerical method.

2.1 Modeling Assumptions and Basic Equations. Liquid
flow through a slit microchannel with rough elements on the sur-
faces is illustrated in Fig. 2. Further analysis and simplification are
required for developing a proper model and using computational
fluid dynamics method to solve the problem. In this paper, the
Reynolds number is given by Re5rU0H/m, whereH is a charac-
teristic length taken as the channel height,U0 is the characteristic
velocity taken as the average velocity of the minimum cross sec-
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tion of the channel,r is the fluid’s density, andm is the fluid’s
dynamic viscosity. In order to evaluate the influence of the rough-
ness on the flow through such a microchannel, one must know the
flow in a smooth microchannel. The steady-state flow in smooth
channels is called the Poiseuille flow,@7#. The pressure gradient of
the Poiseuille flow in a slit channel is related to the average ve-
locity and the channel height by

Dp

Dx
5

12•Re•m2

r•H3
(1a)

whereDp is the pressure drop between the inlet and the outlet.
Nondimensionalizing the pressure gradient byP5p/(mU0 /H)
andX5x/H, the above equation can be rewritten as

DP

DX
512. (1b)

This equation will also be used to verify the numerical methods
and the computer programs we have developed.

In this study, the flow is limited to a low Reynolds regime
~0.001,Re,10!, turbulence and the wake region between two
rough elements can be neglected. Therefore, at the tail region of
each roughness element, the flow between the two elements is
symmetrical with respect to the central line alongx-direction. We
consider the flow as a steady-state fully developed flow in the
whole channel. Sparrow et al.@8# and Jubran et al.@9#, in their
forced convection channel flow experiments, both showed that the
flow reached a fully developed state after five rows of three-
dimensional roughness elements. This implies that the flow-
developing region is very short. In the fully developed region, the
flow pattern and the pressure drop for every roughness element is

the same, while the absolute pressure will continuously decrease
along the flow. Therefore, to reduce the amount of computation,
we will consider a unit of the channel surface area as shown in
Figs. 1~a! and ~b! as the computational domain. The results from
this domain will provide all details of the flow patterns and the
pressure drop for each roughness element, and can be extended to
the whole flow field in the microchannel.

Furthermore, the channel width is considered much larger than
the channel height so that the channel sidewall effect can be ne-
glected. Finally, water is chosen as the liquid and the flow is
considered at a constant temperature of 20°C. The property of the
liquid is constant, i.e., the densityr is 1000 kg/m3, and the kine-
matic viscosityn is 1.00631026 m2/s.

Introducing the following nondimensional parametersU
5u/U0 , V5v/U0 , W5w/U0 , X5x/H, Y5y/H, Z5z/H, P
5p/(mU0 /H) and using the definition of the Reynolds number,
the nondimensional form of the Navier-Stokes equations, and the
continuity equation for the system concerned here can be written
in the following form:

5
Re•S U

]U

]X
1V
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1W

]U

]Z D52
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]Z
1

]2W

]X2
1

]2W

]Y2
1

]2W

]Z2

(2)

Fig. 1 The roughness arrangements on the homogeneous microchannel wall: „a…
symmetrical arrangement and „b… asymmetrical arrangement, and the correspond-
ing computational domains from the top view

Fig. 2 Illustration of flow through a slit microchannel with rectangular
prism rough elements on the surfaces
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]U

]X
1

]V

]Y
1

]W

]Z
50. (3)

The above-described liquid flow through a slit microchannel with
rough surfaces is governed by Eqs.~2! and~3!. It should be noted
that the above equations are nonlinear and coupled with each
other. They can only be solved numerically. However, finding a
numerical solution to these equations is not a trivial task. Saving
computational memory and time is very important in developing a
practical numerical method to solve these equations.

2.2 Solution Domain, Boundary Conditions, and Numeri-
cal Method. The solution domain and the grid arrangement are
shown in Figs. 3~a! and~b!. In thex-z–plane, we take one period
as the computational domain. The height of the computational
domain is chosen as the half of the microchannel height because
of the symmetry. Grid will be refined at the bottom region in order
to obtain sufficiently accurate numerical solutions around the
small roughness elements. The grid system is 32332332 in thex,
y, z-directions, respectively.

Three boundary planes, the top and two side planes of the com-
putational domain are subject to the symmetric boundary condi-
tions. That is, for velocity component parallel to the plane, the
change of the velocity component normal to the plane is zero; for
velocity component normal to the plane, the velocity component
itself is zero. The symmetric boundary conditions are shown in
Eqs.~4a!, ~4b!, and~4c!

at Z50
]U

]Z
50,

]V

]Z
50, W50 (4a)

at Z5c/H
]U

]Z
50,

]V

]Z
50, W50 (4b)

at Y50.5
]U

]Y
50, V50,

]W

]Y
50. (4c)

The bottom plane of the computational domain is subject to the
no-slip boundary conditions:

at Y50 U50, V50, W50. (4d)

The inlet and outlet boundaries of the computational domain
are treated to satisfy the following conditions:~a! flow profiles at

the two planes are fully developed and~b! flow is periodical, i.e.,
all the flow characteristics are periodical according to the geomet-
ric period. This kind of flow is called periodic, fully developed
flow, first introduced by Patankar and Sparrow in 1977,@10#. As-
sume thats is the length of one geometric period. For the case
studied here,s is the length of the computational domain in
x-direction. When the flow is in a fully developed state, we have
the following periodic boundary conditions:

u~x,y,z!5u~x1s,y,z!

v~x,y,z!5v~x1s,y,z!

w~x,y,z!5w~x1s,y,z!.

Due to the periodical characteristic, the investigation for one
period can represent the solution of the whole flow field. In the
present paper, the method for solving the fully developed fluid
flow is as follows: using the periodical boundary condition to set
the inlet flow velocity equal to the latest iteration result of the
outlet flow velocity after each iteration. More specifically, first,
the calculation is done based on an assumed initial velocity dis-
tribution and on the fully developed outlet boundary condition.
Then, set the inlet boundary condition to be the calculated outlet
boundary condition. The calculation repeats until the calculated
inlet and outlet velocity satisfy the periodical condition. This
method for solving fully developed periodical flow cases can also
be found elsewhere,@11#.

For the initial values:

at X50 U51, V50, W50 (4e)

at X5b/H U51, V50, W50. (4f)

For later iterations:

at X50 UuX505UuX5b/H , VuX505VuX5b/H ,

WuX505WuX5b/H (4g)

at X5b/H
]U

]X
50, VuX505VuX5b/H ,

WuX505WuX5b/H . (4h)

Fig. 3 Illustration of three-dimensional computational grids for the cases „a… symmetri-
cal arrangement and „b… asymmetrical arrangement with aÄ1.0 mm, bÄ2.0 mm, H
Ä5 mm, and hÄ0.5 mm
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Equations~2! and~3! were solved over the computational domain
by using the finite volume approach,@12#, and SIMPLEC algo-
rithm. As part of the computational domain, the virtual flow in the
roughness is also solved using the extension of computational
region approach,@12#, which considers the roughness element as a
kind of fluid with extremely high viscosity.

3 Results and Discussion
By solving Eqs.~2! and ~3! over the computational domain

described above, the structure of the flow patterns and the influ-
ence of roughness on the pressure drop were obtained for the two
types of roughness arrangements. A series of geometric param-
eters used in the calculations are listed below. For both symmetri-
cal and asymmetrical arrangements,

1. the roughness height~h!: 0.1 mm, 0.5mm, 1.0mm, 2.0mm;
2. the roughness size~a!: 0.1 mm, 0.5mm, 1.0mm, 1.5mm;
3. the roughness spacing~b or c!: 2.0 mm, 5 mm, 10 mm, 15

mm, 30 mm, 50 mm; whereb is the distance between the
center of the rough elements inx-direction,c is the distance
between the center of the rough elements inz-direction.
Here we consider onlyb5c situations; and

4. the channel height~H!: 5.0 mm, 7 mm, 10 mm, 15 mm, 30
mm, 50mm.

The above parameters are chosen to reflect the conditions in prac-
tical microfluidic devices. The size of the microchannels for most
lab-on-a-chip devices ranges from 10 to 100mm. Some devices
designed for the sizing and sorting of DNA have the channel
depth only 3mm, @13#. The surface roughness dimensions are

largely dependent on the methods and the processes of the fabri-
cation and the materials. The reported surface roughness ranges
from 0.1mm to 2 mm, @1–3#.

To examine our computer programs we first calculated liquid
flow in a smooth microchannel. The same computational domain,
same boundary conditions and the same numerical methods were
applied to the smooth microchannel. The comparison between the
numerical results and the results from the analytical solution~Eq.
~1!! are shown in Table 1. As clearly seen from Table 1, the
excellent agreement indicates the reliability and the accuracy of
the developed computer programs.

3.1 Flow Patterns and Pressure Field. The side views of
the streamline profile of the symmetrical and the asymmetrical
arrangements are shown in Figs. 4~a! and ~b!. Also in Fig. 4, the
gray level ~from dark to white! represents the nondimensional
velocity value~from 0 to a maximum!. Comparing the flow pat-
terns of the two arrangements, we can see that in both cases, the
flow velocity behind the roughness elements and close to the up-
per surface of the elements is very small. This indicates that the
roughness exerts a significant effect on the flow field. Note that
Fig. 4 shows the flow fields at the symmetrical plane (z50), the
closed streamlines in Fig. 4~a! represent a dead zone, the size of
the dead zone depends on the roughness dimension and the spac-
ing between the rough elements. The streamlines from the top
view are shown in Figs. 5~a! and ~b! for the two roughness ele-
ment arrangements. It can be seen that, along the flow direction,
the liquid expands in the wider space between two elements and
then compresses in the narrower path periodically. During such a
periodical expansion-compression flow, there is more surface fric-
tion effect than in the case of parallel flow through a smooth
channel.

Three-dimensional streamlines are shown in Figs. 6~a! and ~b!
for the two types of roughness element arrangement. These figures
give an overall view of the fluid flow over these elements. We can
also see that the curvature of the streamline in the asymmetrical
case is bigger than that of the symmetrical case. From this we
expect that the roughness influence of the asymmetrical case is
bigger than that of the symmetrical case.

Figures 7~a! and ~b! show the top view of the pressure fields
and Figs. 7~c! and~d! show the side view of the pressure fields for
the two types of roughness element arrangement, respectively.
The gray scale from light to dark represents the relative pressure

Table 1 Comparison of the analytical and the numerical solu-
tions for flow in a smooth microchannel

Re

Dp/Dx (Pa/m)

Analytical Numerical Difference %

0.001 9.6E104 9.590076E104 0.1
0.01 9.6E105 9.590240E105 0.1
0.1 9.6E106 9.590000E106 0.1
1.0 9.6E107 9.590040E107 0.1

10.0 9.6E108 9.589441E108 0.1

Fig. 4 The side view of the flow field: „a… streamlines of the symmetrical ar-
rangement with aÄ1.0 mm, bÄ2.0 mm, HÄ5 mm, hÄ0.5 mm, ReÄ0.1, and „b…
streamlines of the asymmetrical arrangement with aÄ1.0 mm, bÄ2.0 mm, H
Ä5 mm, hÄ0.5 mm
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from the maximum to the minimum. The top view shows the
pressure fields on the horizontal plane at the middle of the rough-
ness elements. For the channel with symmetrically arranged
roughness, as shown in Fig. 7~a!, the dark regions occur at the tail
region of the rough elements and at the downstream subchannel
~i.e., flow path between two rough elements!. The contour patterns
of the pressure field imply that the flow in the subchannels parallel
to the main flow direction is similar to the flow in a smooth
channel, and these subchannels are the main zones of acceleration
(dp/dx,0) close to the roughness. However, in the subchannels
perpendicular to the main flow direction the flow retardation oc-
curs ~i.e., dp/dx.0). In the center zones surrounded by four
roughness elements the expansion and then the compression take
place. For the channels with asymmetrically arranged roughness,
as shown in Fig. 7~b!, the retardation zones occur at the tail of
rough element. The acceleration region for this type of arrange-
ment is a leaned band between the two rough elements, and the
acceleration direction is not parallel to the bulk flow direction.

The pressure field also shows that the distance between compres-
sion and expansion or between two acceleration zones in the chan-
nel with asymmetrical roughness arrangement is much smaller
than in the channel with symmetrical roughness arrangement.

The typical side view of the pressure field is taken at the verti-
cally symmetrical plane. As shown in Figs. 7~c! and ~d!, expan-
sions and compressions occur in both the horizontal and vertical
directions. Above approximately one time of the rough element
height from the top of the rough element, the pressure patterns are
essentially the same as that in smooth channels. This indicates the
vertical dimension of the flow region disturbed by the presence of
the surface rough elements. These figures also show that the mini-
mum pressure zones occur at the top tail region and the maximum
pressure zones happen at the top front side of the rough elements,
and the acceleration takes place at the top surface and around the
top corners of the rough element, resulting in flow recirculation
between the roughness elements.

In all the results, the calculated non-dimensional pressure gra-

Fig. 5 The top view of the streamlines of „a… the symmetrical arrangement with a
Ä1.0 mm, bÄ2.0 mm, HÄ5 mm, hÄ0.5 mm, and „b… the asymmetrical arrangement with
aÄ1.0 mm, bÄ2.0 mm, HÄ5 mm, hÄ0.5 mm

Fig. 6 The three-dimensional streamlines of „a… the symmetrical arrangement with a
Ä1.0 mm, bÄ2.0 mm, HÄ5 mm, hÄ0.5 mm, and „b… the asymmetrical arrangement with
aÄ1.0 mm, bÄ2.0 mm, HÄ5 mm, hÄ0.5 mm
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dient DP/DX is essentially a constant in the range of Re
50.001;10. This is because a fully developed laminar flow was
considered, and the entrance effect was ignored. For these low
Reynolds number flows, the diffusion terms in Eq.~2! are the
dominant terms to determine the non-dimensional pressure field
even under the roughness disturbances.

3.2 Influence of the Roughness Element Height.The in-
fluence of the rough element height for the two types of arrange-
ments is shown in Fig. 8, where the other parameters were chosen
asH55 mm, a51 mm, andb52 mm. From Fig. 8, one sees that
the existence of the roughness greatly increases the pressure drop
in comparison with that of the smooth channel. As the roughness
height increases, the pressure gradient increases significantly. This
may be understood as that the extent of the stagnant liquid in-
creases proportionally to the increase of the roughness height.
Comparing the results of the symmetric and asymmetric arrange-
ments, we see that the flow resistance in the asymmetrical case is
higher than that in the symmetrical case, and as the roughness
height increases the difference between these two cases becomes
larger.

3.3 Influence of the Roughness Element Size.The influ-
ence of the rough element size on the pressure drop per unit length
is shown in Fig. 9, where the other parameters were chosen as
H55 mm, h51.0mm, and b52 mm. As seen from these two

Fig. 7 The pressure fields: „a… the top view of the symmetrical arrangement, plane
YÄ0.045; „b… the top view of the asymmetrical arrangement, plane YÄ0.045; „c…
the side view of the symmetrical arrangement, plane ZÄ0; and „d… the side view of
the asymmetrical arrangement, plane ZÄ0. All figures have the same parameters
set as aÄ1.0 mm, bÄ2.0 mm, HÄ5 mm, hÄ0.5 mm.

Fig. 8 Nondimensional pressure gradient versus the rough-
ness height with aÄ1.0 mm, bÄ2.0 mm, and HÄ5 mm
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figures, the pressure gradient increases as the rough element size
increases, although the effect is not as strong as the effect of the
roughness element height. These results can be easily understood:
As the roughness size increases, the distortion of the streamlines
induced by the roughness elements is larger, producing a greater
surface friction.

It should be noted that, in Fig. 9, the nondimensional pressure
gradient curve sharply increases when the roughness height in-
creases from 0 to about 0.1mm. This reflects a qualitative change
from flow through smooth channel to flow experiencing an emi-
nent roughness blockage effect. When the roughness size is in the
range of about 0.1mm;0.5 mm, the nondimensional pressure
gradient increases slowly. In this range of the roughness size,
compression, and expansion is the main factor influence the pres-
sure gradient. When the roughness size is in the range of about 0.5
mm;1.5 mm, the recirculation or stagnation in the roughness tail
region is the major cause of the pressure drop. Because the flow
compression-expansion and the flow recirculation~or stagnation!
have different degrees of influence to the pressure drop, the slope
of the DP/DX;a curve is lower in the range 0.1mm;0.5 mm
than in the range 0.5mm;1.5 mm under the specified condition.

3.4 Influence of the Roughness Spacing.Figure 10 shows
the influence of the separation distance between the roughness
elements on the pressure drop for the two arrangements. The con-
stant parameters used in Fig. 10 areH55 mm, h51 mm, a
51 mm. The pressure drop per unit length is examined under six

different separation distance values. Figure 10 shows that as the
separation distance between the rough elements increases, the
pressure drop per unit length is decreasing rapidly. When the sepa-
ration distance is beyond about 30mm, under the specified con-
ditions, the pressure drops of both the two arrangement cases are
close to that of a smooth microchannel. This can be understood
that as the roughness spacing increases, the density of the rough-
ness elements decreases; in most time the liquid flows between the
roughness elements and the streamline distortion can be recov-
ered. Therefore, for per unit length of the flow field the pressure
drop decreases.

3.5 Influence of the Channel Height. Figure 11 shows the
influence of the channel height on the pressure drop for the two
roughness element arrangements, where the parameters of the
roughness are:h51 mm, a51 mm, b52 mm. According to the
definition of the nondimensional pressure gradient in this paper,
the nondimensional pressure gradient in smooth channels is con-
stant and independent of the channel height. However, for the
microchannels with rough elements, the nondimensional pressure
gradient depends on the channel height. Figure 11 clearly show
that as the channel height increase the effect of roughness ele-
ments on the flow is reduced, and hence the pressure drop in a
rough channel decreases, approaching to that of the smooth
channel.

3.6 Difference Between the Symmetrical and Asymmetri-
cal Arrangements. It is not surprising that in most figures we
see the pressure drop for asymmetrical arrangement is greater than
that of the symmetrical case. However, as show in Fig. 9, for the
same roughness spacingb52 mm, when the roughness size is
less than 1.0mm, the pressure drop of the symmetrical case is
greater than that of the asymmetrical case. When the roughness
size is greater than 1.0mm, the situation changes to its normal
state. The reason is that when the roughness size is smaller than a
certain value the effect of expansions and compressions does not
act as the most important factor upon pressure drop under the
same Reynolds number, and the pressure drop is mainly deter-
mined by the obstructions of the roughness elements. For one
period of flow, there are only three roughness elements in the
asymmetrical case, so that the obstruction to the flow is less than
that in the symmetrical case, which has four roughness elements
in one period. While for bigger roughness sizes, the effect of
expansions and compressions acts as the most important factor
under a certain Reynolds number. For the asymmetrical arrange-
ment, the periodical expansion and compression is more sudden
than that of the symmetrical case, and hence create more kinetic
energy losses.

Fig. 9 Nondimensional pressure gradient versus the rough-
ness size with hÄ1.0 mm, bÄ2 mm, and HÄ5 mm

Fig. 10 Nondimensional pressure gradient versus the rough-
ness spacing with aÄ1 mm, hÄ1 mm, and HÄ5 mm

Fig. 11 Nondimensional pressure gradient versus the rough
microchannel height with hÄ1.0 mm, aÄ1.0 mm, and b
Ä2.0 mm
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3.7 Relative Channel Height Reduction. In comparison
with the flow in a smooth channel at given flow rate, a higher
pressure drop occurs for the flow in a rough microchannel of the
same channel height. Such a higher pressure drop would occur in
an equivalent smooth channel of a smaller channel height. There-
fore, it is more informative to express the roughness effect in
terms of the relative channel height reduction. We define the rela-
tive channel height reduction as«512HR /H, whereHR is the
apparent channel height calculated from Eq.~1!. By using a Tay-
lor series expansion of« as function of the roughness size, the
roughness spacing, the roughness height and rough channel
height, at a point (a051.0mm, b052 mm, h051.0mm, H0
55 mm), and performing curve fitting to the simulation results,
the following equations were obtained for the symmetrical and the
asymmetrical arrangements of the roughness elements:

«Sym.50.149510.0772a20.0505b10.0018b210.3088h

20.041H10.0018H2 (5a)

«Asym.50.199210.1246a20.0505b10.0018b210.3145h

20.0618H10.002H2. (5b)

It should be noted that Eq.~5! is valid under the following con-
ditions: the fluid is water,a, b, h, H are measured in microns, and
0.1mm,a,1.5mm, 0.1mm,h,2.0mm, 2 mm,b,20mm,
5 mm,H,20mm, 0.001,Re,10. When 20mm,b,50mm or
20mm,H,50mm, we can approximately useb520mm or H
520mm to estimate the relative channel height reduction. With
these expressions of the relative channel height reduction, we can
use the roughness geometry parameters to estimate the relative
channel height reduction, and hence the pressure drop for a given
flow rate can be obtained by using the equation of classical Poi-
seuille flow with the calculated effective channel height.

4 Summary and Conclusions
For low Reynolds number pressure-driven flow through micro-

channels, the pressure drop over the microchannels is greatly in-
creased by the existence of the three-dimensional surface rough-
ness elements. The three-dimensional numerical simulations show
the significant effects of the roughness height, size, spacing, and
the microchannel height on the pressure drop per unit length.
Nondimensional pressure gradient is found to be identical in the
range of 0.001,Re,10, however, the values depend on the ge-
ometry parameters of the rough channels. The results show that
the pressure drop per unit length increases with the roughness
height. The increasing protrusion of the roughness elements pro-
duces more stagnant liquid and hence the higher pressure drop per
unit length. The pressure drop per unit length decreases as the
channel height increases, but is still higher than the smooth chan-
nel with the same channel height. Keeping the spacing between
the rough elements unchanged, the degree of the flow expansion
and the flow compression grows larger when the rough elements
size is increased. Therefore, the pressure drop per unit length in-
creases as the roughness size increases. When the spacing be-
tween the rough elements increases the pressure drop per unit
length decreases. This is mainly due to the decrease of the rough
element density and the decrease of the flow expansion and the
flow compression by enlarging the space between the rough
elements.

A significant part of the pressure drop is used to provide a
driving force for flow over the rough elements in the microchan-
nel. The roughness elements act on the flow in at least two ways:
causing the expansions and compressions of the streamlines, and

obstructing the flow directly. For different roughness size, the
relative contributions of the two effects are different. When rough-
ness size is smaller than a certain value, the obstruction plays a
bigger role, so that the symmetrical arrangement produces more
energy losses due to more obstruction in one period. When rough-
ness size is larger than a certain value, the periodical expansions
and compressions become a major factor, so that the asymmetrical
arrangement produces more energy losses due to more sudden
expansions and compressions. These effects are summarized by a
relationship between the relative channel height reduction and the
characteristic parameters of the roughness elements and the chan-
nel height.
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Nomenclature

H 5 the channel’s height~m!
P 5 nondimensional pressure,P5p/(mU0 /H)

Re 5 Reynolds number, Re5rU0H/m
U,V,W5 nondimensional velocity,U5u/U0 , V5v/U0 , W

5w/U0
U0 5 average velocity at the minimum cross section of the

channel~m/s!
X,Y,Z 5 nondimensional coordinate variables,X5x/H, Y

5y/H, Z5z/H
a 5 the size of the rough element’s square-shaped base

~m!
b 5 the distance between the center of the rough elements

in x-direction ~m!
c 5 the distance between the center of the rough elements

in z-direction ~m!
h 5 the rough element height~m!
p 5 pressure~Pa!

u,v,w 5 velocity components inx, y andz-direction, respec-
tively ~m/s!

x,y,z 5 coordinate variables~m!

Greek Symbols

r 5 density~kg/m3!
m 5 dynamic viscosity~kg/ms!
n 5 kinematic viscosity~m2/s!
« 5 relative channel height reduction
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Frictional Performance of U-Type
Wavy Tubes
Measurements of the pressure drops for water flowing in small diameter tubes having
U-type wavy configuration are presented. The inner diameters of the test copper tubes (D)
are 3.43, 5.07, and 8.29 mm, whereas the curvature ratios (2R/D) and spacer length (L/D)
span from 3.75 to 7.87 and 1.93 to 7.0, respectively. The test range of the Reynolds
number for water is about 200,Re,18000. The measured pressure loss in U-type wavy
tube includes the loss in U-bends and the loss caused by the distorted flow in the down-
stream straight tube. Thus, an equivalent friction factor,fB, is then defined. For both
laminar and turbulent flow the bend friction factor increases with the decrease of dimen-
sionless curvature ratio and spacer length. The test results indicate that the recent re-
ported correlations by Popiel and Wojkowiak (2000) and Wojkowiak (2000) do not accu-
rately predict the data. A simple friction factor equation is developed based on the
experimental data with characterizing parameters like curvature ratio and spacer length,
new Dean number, and the Reynolds number. A good agreement with a mean standard
deviation of 5.6% is observed between the proposed correlation and the existing data,
which includes the test results of this study and those from Popiel and Wojtkowiak
(2000). @DOI: 10.1115/1.1601259#

Introduction
Flow in curved channels has been utilized in many heat ex-

changers and flow transmitting devices. The curved channels can
be in the forms of helical or spiral coils, and U-type return bends.
In curved pipes, the centrifugal force drives the more rapid fluid
toward the concave part of the curve channel while the fluid in the
convex part is slowing down causing a secondary flow at right
angle in the main flow,@1–3#. The magnitude of the secondary
flow increases with a decreasing bend radius and increasing fluid
velocity. The distorted flow condition by the induced secondary
flow persists at a downstream distance of more than 50D for
single-phase flow,@4#, and of more than 70D for two-phase flow,
@3#. As expected, the curved channel will cause a much higher
friction loss than that of the corresponding straight tube for lami-
nar flow, @5#, and turbulent flow,@4#. Recently, Cho and Tae@6,7#
investigated the effects of oil on the condensation and evaporation
heat transfer coefficients for R-22 and R-407C inside a microfin
tube with a U-bend. Their results indicate that the local heat trans-
fer coefficients of R-22 and R-407C for the condensation and
evaporation at the downstream straight sections of 48D and 30D
are larger than those of upstream straight sections by 33% and
21%, respectively, because of the disturbance, caused by the sec-
ondary flow in the U-bend, carried into the downstream straight
section after the U-bend. In this regard, the increase of the friction
resistance associated with the induced turbulence should be care-
fully considered in the design.

For typical HVAC&R application~heating, ventilation, air con-
ditioning, and refrigeration!, exploitation of the consecutive
U-type wavy tubes~hairpins! is very common. The higher pres-
sure drop in the consecutive U-type wavy tubes may significantly
affect the refrigerant distribution in the refrigerant circuitry. As a
consequence, the frictional performance of a U-type wavy tube
with consecutive 180° return bends is very important for the de-
sign of air-cooled heat exchanger. There are some investigations
relevant to this subject, but most of the previous studies are asso-
ciated with helical coils and a single 180° return bend. For single-
phase flow inside U-type undulated wavy pipes, the investigations
by Popiel and Wojtkowiak@8# and Wojtkowiak and Popiel@9# are

probably the most informative. Their friction factor data for
single-phase flow in U-type wavy tubes (f B) are observed to be
much higher than those of straight tube (f S). For turbulent flow
the ratio of f B / f S is about 2 to 2.5, but for laminar flow the ratio
can be as high as 6 at curvature ratio 2R/D56.62.

Recently, in the application of HVAC&R, small-diameter tubes
have become very popular,@10#, because of lesser refrigerant in-
ventory, better air-side heat transfer performance, and smaller air-
side drag are likely. The U-type wavy tubes in air-cooled heat
exchangers usually have a spacer length~L! between two consecu-
tive 180° return bends. Therefore, the purpose of this study is to
investigate the influences of the ratio of curvature radius (2R/D)
and the ratio of the spacer length to the tube diameter (L/D) on
the single-phase flow frictional performance of consecutive
U-type wavy tubes having small diameter tubes.

Experimental Method

Test Facility. A schematic of the test rig and the details of the
test section are seen in Fig. 1. The water flow loop consists of a
variable speed gear pump, flow meters, test section, pressure
transducers, and a water tank reservoir to collect water flow. The
mixer at the upstream of the test section is designed to provide
better uniformity of the flow stream. The inlet water temperature
was of 25°C. For the measurement of water flow, three very ac-
curate magnetic flow meters~YOKOGAWA AE110MG! with dif-
ferent applicable ranges are installed at the downstream of the
gear pump. Their accuracy is60.2% of the test span. The test
range of the Reynolds number was about 200,Re,18,000. The
test tubes were made of copper having inner diameters~D! of
3.43, 5.07, and 8.29 mm. A total of nine tubes are used for testing.
Further relevant geometries like radius of the return bend~R!,
curvature ratio (2R/D), and spacer length~L! are tabulated in
Table 1. Each test section has nine consecutive U-bends. During
the manufacturing of the return bend, special care was taken to
prevent significant distortion. Only those return bends having a
distortion ratio, evaluated asuDmax,o2Dmin,ou/0.5(Dmax,o1Dmin,o)
3100%, less than 7% were used for the experiments. According
to the study of Geary@11#, the 7% distortion is a well accepted
value for typical HVAC return bend. As seen in Fig. 1, a straight
entrance length of 100D is located at the upper stream of the
straight test section to have a fully developed flow condition for
measurement. A differential pressure transducer is used to mea-
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sure the pressure drop (DPS) across the upstream straight test
section (LS5100D) to serve as a reference for the comparison of
the pressure gradient between the bend and the straight tube. Also,
a straight length of 130D is directly connected to the bend outlet
for the flow recovery. The other differential pressure transducer is
used to measure the total pressure drop (DPT), which includes the
loss of the wavy section and the loss from the straight portions of
the upstream (LU5160D) and downstream (LD5130D) straight
tubes. Therefore, the total pressure loss due to the bending from
the wavy tube can be calculated as:DPB5DPT2(DPS /LS)(LU
1LL1LD), whereLL58L is the total spacer length in the wavy
tube andL is the single spacer length. Notice that the pressure
drops were measured by YOKOGAWA EJ110 differential pres-
sure transducers having an adjustable span of 1300 to 13,000 Pa.
The holes of the pressure taps were drilled vertically to the test
tubes with a hole diameter of 0.5 mm. Resolution of this pressure
differential transducer is60.5% of the measurements.

The water temperatures were measured by resistance tempera-
ture device~Pt100V! having a calibrated accuracy of 0.1 K~cali-
brated by Hewlett-Packard quartz thermometer probe with quartz
thermometer, model 18,111A and 2804A!. Other relevant descrip-
tions of the test apparatus can be found in a previous study,@10#.

Data Reductions. The single-phase pressure drop of the
wavy tube is calculated by subtracting the equivalent straight tube
pressure drop having the length,LST5LU1LL1LD , from the
measured total pressured drop (DPT). This leads to the definition
of the equivalent friction factor,f B , in the U-type section of the
wavy tube. Thus,

f B5

S DPT2
4~LST!

D
f S

rUm
2

2 D
4LC

D

rUm
2

2

(1)

whereLC59pR is the total axial length of the nine U-bends,R is
the radius of center line of the U-bend,Um is the mean axial
velocity in the tube,r is the fluid density, and the friction factor
for the straight tube,f S , is obtained from the measured data.
Uncertainties in the reported value of the friction factorf are es-
timated by the method suggested by Moffat@12#. The range of
uncertainties is from 1.3% to 6.4% with 95% confidence level.
The highest uncertainties are associated with the lowest Reynolds
number.

Fig. 1 Schematic of the test rig and the test section of wavy tube

Table 1 Geometric parameters of the test sections and the test points

D (mm) 3.4360.1 5.0760.1 8.2960.1
R (mm) 6.560.2 10.560.2 13.560.2 1060.2 1360.2 17.560.2 2060.2 2560.2 3060.2
L (mm) 2460.5 3060.5 2460.5 2260.5 1860.5 1660.5 2460.5
2R/D 3.79 6.12 7.87 3.94 5.13 6.90 4.83 6.03 7.24
L/D 7.00 5.92 4.73 4.34 2.17 1.93 2.90
Data points 28 38 38 20 20 20 22 22 22

Notice that all the test sections have nine consecutive U-bends as shown in Fig. 1.
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Results and Discussion
The test results off B and f S are plotted in Fig. 2 presenting

friction factor versus the Reynolds number. The base lines are the
Fanning friction factor for laminar tube flow (f S516/Re) and the
well-known Blasius equation for turbulent tube flow (f S

50.0791 Re20.25). As it is seen, the straight tube experimental
data,f S , agree favorably with the base lines. The good agreement
shown for straight tube data in Fig. 2 illustrates the accuracy of
the instrumentation and the experimental apparatus. The effects of
curvature ratio (2R/D) and dimensionless spacer length (L/D) on
the data off B are also shown in Fig. 2. An abrupt change is seen
in the slope off S at the interception of laminar flow and turbulent
flow for a straight tube. However, the relation off B and Re is

relatively smooth for wavy tubes in Fig. 2. The results may imply
the strength of vortical motions caused by the secondary flow
which may elongate and exceed the relevant transition between
laminar flow and turbulent flow. Analogous results were also
reported for flow in wavy tubes,@8,9#, and for flow in helical
tubes,@13#.

The comparisons of the ratio off B / f S for the nine wavy tubes
are shown in Figs. 3, 4, and 5 for the tube diameters of 3.43, 5.07,
and 8.29 mm, respectively. The ratio off B / f S considerably in-
creases with the decrease in curvature ratio of 2R/D. This in-
crease is mostly caused by the secondary flow, which increases the
disturbance in flow in the curved tubes. For turbulent flow, the
ratio of f B / f S is rising from about 3 to a value that is slightly

Fig. 2 Friction factor for straight tube and U-type wavy tubes

Fig. 3 The ratio of f B Õf S for DÄ3.43 mm
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greater than 1.0 at higher Re; for laminar flow the ratio off B / f S is
up to 5 at the measured transition region to turbulent flow in the
straight tubes. As shown in Fig. 3, at values of Re.10,000, the
f B / f S values are approximately equal one for the data ofD
53.43 mm,L/D57.0, 2R/D56.12 and 7.87. It shows that thef B
data are very near the line of Blasius equation. A similar result
was obtained and explained by Popiel and Wojtkowiak@8# as the
superimposed effects of the secondary vortex flow and the devel-
oped turbulent mixing. An explanation of this result may be at-
tributed to the larger spacer length (L/D57) for D53.43 mm. A
larger spacer length may relax the strength of the vortical motion
of the swirled flow passing the return bend.

Popiel and Wojtkowiak@8# investigated the pressure losses in
U-type undulated pipe flow withL/D50. The results of the fric-
tion factor were presented for a wide range of curvature ratio
(2R/D56.62;27.85) and of Reynolds number ~Re
5500;20000!. A Darcy friction factor equation was proposed to
correlate their data by introducing a new Dean number (Dn
5Re/(2R/D), i.e.,

ln~ f D Re/64!5a1b~ ln~Dn!!2 (2)

where a50.021796,b50.0413356. Figure 6 compares all the
present data and the data of@8# with the predictions of Eq.~2!.

Fig. 4 The ratio of f B Õf S for DÄ5.07 mm

Fig. 5 The ratio of f B Õf S for DÄ8.29 mm
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Their correlation gives a mean standard deviation of 5% for their
data, 23.2% for the present data, and 16.35% for all the data
combined. The higher deviation of the present data occurs because
Eq. ~2! does not include the influence of the spacer length between
the consecutive U-bends for the present tested wavy tubes.

Wojtkowiak and Popiel@9# also conducted tests of measuring
the pressure drop in two U-type wavy tubes having a fixed curva-
ture ratio (2R/D56.62) and two dimensionless spacer lengths
(L/D50 and 39.7!. For L/D539.7, their data clearly indicate
that the equivalent friction factor approaches that of a straight tube
at larger Reynolds numbers. This is expected because the strength
of the swirled flow is reduced at largeL/D. A Darcy friction

factor correlation for adiabatic flow in U-type wavy tubes was
recently corrected by Popiel@14# and is given as

f D5a1b ln~Dn!1c/Dn (3)

where a50.12143320.00182313(L/D), b520.010311
10.0001936(L/D), c516.6885520.16757(L/D). A comparison
of the predictions by Eq.~3! against the present data, as well as
the data of Wojtkowiak and Popiel@9#, is shown in Fig. 7. In order
to compare thef B data obtained in the present study, the friction
factor values calculated from the correlations by@8,9# were all
divided by 4 as shown in Figs. 6 and 7. A very good agreement of
1.1% mean standard deviation with the data of Wojtkowiak and
Popiel@9# is shown. However, the mean standard deviation for the
present data is 36%. It is obviously shown in Fig. 7 that Eq.~3!

Fig. 7 Comparison of the experimental data and the predic-
tions by Wojtkowiak and Popiel’s correlation, †9‡

Fig. 8 Modified friction factor versus new Dean number

Fig. 9 Comparison between the predictions of the proposed
correlation and the experimental data

Fig. 6 Comparison of the experimental data and the predic-
tions by Popiel and Wojtkowiak’s correlation, †8‡
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underpredicts most of the present data, except the data sets ofD
53.43 mm,L/D57.0, 2R/D56.12 and 7.87 at higher values of
Re. The deviation occurs because the definition of their Darcy
friction factor for a U-type wavy tube, where f D

5DPT /(0.5LTrUm
2 /D), is not the same as the definition off B in

Eq. ~1!. In addition, their data did not fully include the effect
induced by the secondary flow to the downstream because their
pressure taps were located at the distance of 5D before entering
the first bend and at the distance about 20D after the last bend.

As depicted in Figs. 3–7, the Reynolds number, curvature ratio
and spacer length are very significant in the frictional performance
of the U-type wavy tubes. Therefore, it would be more rational to
develop a correlation by introducing the dimensionless parameters
of Re, 2R/D, and L/D to reflect their influences to the friction
loss. In Fig. 8, the data of the present study~for L/D51.93
;7.0) and the data of Popiel and Wojtkowiak@8# ~for L/D50)
are presented in a form asf B3(Re/16)/(11293e22R/D) versus
Dn. The data sets do not fall into one line perfectly, because of the

effect of the dimensionless spacer length. At the fixed values of
Re and 2R/D, the friction factor decreases whenL/D increases
because the vortical strength of the disturbed flow in the recovery
region ~region after the return bend! decreases whenL/D in-
creases. Therefore, whenL/D increases, the overall flow in the
recovery region becomes more uniform leading to a lower friction
factor in the system. A recent article by Chen et al.@15#, who
performed a flow visualization of the two-phase flow pattern of
the air-water across the return bend, clearly identified this phe-
nomenon.

For correlating all the data in Fig. 8, the relevant influence of
dimensionless parameters (2R/D, Re, L/D, Dn! and their inter-
actions are examined. A selection of the appropriate form is car-
ried out based on the minimum mean deviation criterion. The
proposed correlation is based on the correlation form by Popiel
and Wojtkowiak @8# with an appropriate correction form to in-
clude the influence of spacer length, i.e.,

f B5
16

Re
@1129e~22R/D !#e$0.0710.04 ln~Dn!21~L/D !@0.3620.035 ln~Re!0.920.0145~L/D !2.510.005~L/D !3#%. (4)

Figure 9 represents the comparison between the predictions of
Eq. ~4! with the present data and the data of Popiel and Wojtkow-
iak @8#. Generally, this proposed correlation gives a very good
agreement with all the experimental data with a mean standard
deviation of 5.6%. A slight underprediction of the correlation is
seen for data possessing a larger value of 2R/D and a higher
Reynolds number because the increase of 2R/D makes the influ-
ence of the return bend less pronounced. The applicable range of
the proposed correlation is as follows:

Re: 300–20000.
Dn: 2–3000.
2R/D: 3–28.
L/D: 1.93–7.0.

Concluding Remarks
Measured pressure drops for water flow in small diameter

U-type wavy tubes are presented. Results of this study are sum-
marized as

1. the nearly smooth transition of the friction factorf B curves
from laminar to turbulent region indicates that the effect of
secondary flow at this transition is much greater than the
developing turbulent flow in straight tubes.

2. the ratio off B / f S considerably increases with the decrease
in curvature ratio of 2R/D and the decrease of the spacer
lengthL/D.

3. the correlation of Wojtkowiak and Popiel@9# can not accu-
rately predict the present data because the influence of the
spacer length is not fully shown.

4. an empirical friction factor correlation with the parameters
of curvature ratio and spacer length, new Dean number and
Reynolds number is proposed that gives a good agreement
with a mean standard deviation of 5.6% with the present
data, as well as the test results of Popiel and Wojtkowiak@8#.
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Nomenclature

D 5 internal diameter of tube~m!
Dn 5 new Dean number (Re/(2R/D))

f 5 Fanning friction factor
f D 5 Darcy friction factor
L 5 spacer length~m!

LC 5 total axial length of the nine U-bends,LC59pR (m)
LD 5 length of the downstream straight section of the

tested wavy tube,LD5130D (m)
LL 5 total spacer length~m!
LS 5 straight tube length in the upstream for pressure drop

measurement,LS5100D (m)
LST 5 total straight tube length in the test section~m!
LT 5 total axial length of the tested wavy tube~m!
LU 5 length of the upstream straight section of the tested

wavy tube,LU5160D (m)
DPS 5 pressure drop across the test straight tube section~Pa!
DPT 5 total pressure drop across the test wavy tube section

~Pa!
R 5 radius of center line of bend~m!

Re 5 Reynolds number (rUmD/m)
Um 5 mean axial velocity~m/s!

Greek Letters

r 5 density~kg/m3!
m 5 viscosity ~Ns/m2!

Subscripts

B 5 U-bend
D 5 downstream
S 5 straight tube
U 5 upstream
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Regime for Noncircular
Microchannels
This paper reports the development of an experimentally validated model for pressure
drop during intermittent flow of condensing refrigerant R134a in horizontal, noncircular
microchannels. Two-phase pressure drops were measured in six noncircular channels
ranging in hydraulic diameter from 0.42 mm to 0.84 mm. The tube shapes included
square, rectangular, triangular, barrel-shaped, and others. For each tube under consid-
eration, pressure drop measurements were taken over the entire range of qualities from
vapor to liquid at five different refrigerant mass fluxes between 150 kg/m2s and 750
kg/m2s. Results from previous work by the authors were used to select the data that
correspond to the intermittent flow regime; generally, these points had qualities less than
25%. The pressure drop model previously developed by the authors forcircular micro-
channels was used as the basis for the model presented in this paper. Using the observed
slug/bubble flow pattern for these conditions, the model includes the contributions of the
liquid slug, the vapor bubble, and the transitions between the bubble and slugs. A simple
correlation for nondimensional unit-cell length was used to estimate the slug frequency.
The model successfully predicts the experimentally measured pressure drops for the non-
circular tube shapes under consideration with 90% of the predictions within628% of the
measurements (average error 16.5%), which is shown to be much better than the predic-
tions of other models in the literature. The effects of tube shape on condensation pressure
drop are also illustrated in the paper.@DOI: 10.1115/1.1601258#

Introduction
Heat transfer coefficients and pressure drop for condensation

inside tubes are strongly dependent on the different flow patterns
that are established at different regions of the condenser as the
fluid undergoes a transition from vapor to liquid along the length
of the tube. Accurate heat transfer and pressure drop predictions
require an approach that accounts for the flow pattern. Circular
and noncircular microchannel tubes are being used in a variety of
applications because of the extremely high heat transfer coeffi-
cients that these geometries offer. Coleman and Garimella@1–3#
demonstrated in studies of two-phase flow of air-water mixtures
and refrigerant R134a through small diameter circular and noncir-
cular geometries that flow regime transitions in such geometries
are different from those observed in larger diameter circular tubes
for which flow regime maps such as those of Mandhane@4# and
Taitel and Dukler@5# are valid. One significant conclusion was
that as the tube diameter decreases, the range of conditions that
exhibit intermittent flow broadens while the stratified regime is
suppressed. The differences in the flow regimes are due to the
significant differences in the relative magnitudes of gravity, shear,
and surface tension forces as tube diameter is reduced. Thus, ex-
trapolation of large round tube correlations to smaller diameters
and noncircular geometries could introduce substantial errors into
pressure drop and heat transfer predictions.

Limited research has been conducted on addressing pressure
drop and heat transfer coefficients during condensation in the hy-

draulic diameter range considered here. Garimella et al.@6# pre-
sented an experimentally validated model for the pressure drop in
circular tubes ranging in diameter from 0.5 mm to 4.91 mm for
the intermittent flow regime. In this paper, this model is further
extended to several noncircular tube shapes. The relatively few
other studies on two-phase flow in small diameter round tubes
have primarily used isothermal air-water mixtures,@1,7–9#, or
boiling refrigerants,@10#, and have only considered round tubes.
Coleman and Garimella@2,3# studied the influence of tube minia-
turization on the flow patterns during condensation of refrigerant
R134a in a 4.91-mm-round tube and four square tubes with hy-
draulic diameters ranging from 1 mm–4 mm but did not report
pressure drop or heat transfer coefficients.

In the present study, the work of Coleman and Garimella@2,3#
and Garimella et al.@6# was extended to investigate pressure drop
during condensation of refrigerant R134a in small diameter non-
circular tubes. Two-phase pressure drops in six different noncir-
cular ~square, rectangular, triangular, and other shapes! tubes of
hydraulic diameters ranging from 0.424 mm to 0.839 mm were
measured by the present authors over a range of flow rates that
covered each of the flow regimes described above. However, the
focus of the present work is the measurement and modeling of
two-phase pressure drop during condensation in theintermittent
flow regime in these tubes.

Experimental Approach
The test facility used by Coleman and Garimella@2,3# for the

R134a phase-change flow visualization studies was also used in
the present study. The experimental approach used in the present
study to determine the frictional pressure drop for condensing
R134a flow was described in detailed by Garimella et al.@6#. A
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detailed description of the facility and the experimental techniques
used was also provided in those papers. A brief summary of the
experimental approach is presented here. A schematic of the test
loop is shown in Fig. 1. Subcooled liquid refrigerant flows
through a coriolis mass flowmeter and is then pumped through a
tube-in-tube evaporator to boil and superheat the refrigerant. The
superheated state is ensured by a combination of a sight glass,
temperature, and pressure measurements. The superheated vapor
enters one of two pre-condensers to partially condense the vapor.
The measured conditions at the superheated state, the heat duty of
the pre-condenser, and the measured pressure at the pre-condenser
outlet determine the thermodynamic state at the inlet to the test
section. The outlet state of the test section was calculated in an
analogous, but independent, manner starting from the measured
subcooled state at the post-condenser outlet and using the heat
duty required to completely condense and subcool the refrigerant.
The measured pressure drop in the test section is characteristic of
the average quality and mass flux in the test section.

The noncircular geometries tested in this study are shown in
Fig. 2. The test sections were fabricated as flat tubes with multiple
extruded parallel channels with the exception of the W29 tubes,
which were formed by brazing a W-shaped insert inside a flat-
tened tube. The designations for each tube are based on the shape
of the extruded channel and its nominal hydraulic diameter; for
instance S30 has square channels with a hydraulic diameter of
0.030 in. Similarly, B32 is ‘‘barrel-shaped,’’ N21 is ‘‘N-shaped,’’
RK15 is rectangular, T33 is triangular, and W29 has a ‘‘W-
shaped’’ insert which forms roughly triangular channels. Note that
two different W29 tubes were tested; these are labeled W29a and
W29b, respectively. Three tubes were brazed together, as shown
in Fig. 3, with refrigerant flowing through the center tube, and
coolant flowing in counterflow through the top and bottom tubes.
It should be noted that while water was used as the coolant for the
pre- and post-condensers, air was used as the coolant in the test
section. The low thermal capacity and heat transfer coefficients of

air maintained low condensation rates and small changes in qual-
ity in the test section, which in turn enabled the measurement of
the pressure drop variation as a function of quality with high
resolution. This small quality change across the test section also
minimized the likelihood of flow regime transitions within the test
section for any data point. For all test sections, the outer tubes
carrying the coolant had 16 rectangular channels of 0.986-mm
hydraulic diameter. Using multiple parallel channels ensured that
the refrigerant flow rates used were large enough to be adequately
controlled and measured, with accurate heat balances around the
test loop. The accuracy of the instrumentation and the resulting
uncertainty in the test results were described by Garimella et al.
@6#. For each of the test sections investigated in this study, single-
phase tests were first conducted to calculate the single-phase fric-

Fig. 1 Test facility schematic

Fig. 2 Noncircular tubes investigated in the present study
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tion factors; the details of this procedure are given in@6#. Both
single-phase liquid and single-phase vapor data were taken to
span a wide range of conditions in the laminar, transition, and
turbulent flow regimes. Contraction and expansion losses at the
inlet and outlet were subtracted from the total measured pressure
drop using the appropriate loss coefficients. The residual frictional
component of the pressure drop was compared with the values
predicted by the Churchill@11# correlation. The roughness values
needed to match the Churchill@11# correlation values were within
the range of roughnesses for such tubes, which validates the ap-
proach used in this study.

Data Analysis

Quality and Pressure Drop Calculation. The method of de-
termining the average quality within the test section was described
in @6#. Representative uncertainties for the range of mass flux and
qualities studied are as follows:

G5150 kg/m2-s:

xavg50.1360.032 xavg50.5060.027 xavg50.9160.021

G5450 kg/m2-s:

xavg50.1260.045 xavg50.4860.014 xavg50.8860.026

G5750 kg/m2-s:

xavg50.1160.039 xavg50.5160.022 xavg50.7460.035

The average saturation pressure for all the tests was 1396 kPa
~202.5 psi! which corresponded to a saturation temperature of
52.3°C~126.1°C!; the saturation temperature was within63°C of
this for all the data points. For each data point, the measured
pressure drop data can be represented by

DPmeasured5DPfrictional1DPexpansion1contraction1DPdeceleration
(1)

where the expansion and contraction losses are due to the headers
at both ends of the test section, and the pressure change due to
deceleration is a result of the changing vapor fraction as conden-
sation takes place. The portion of the total pressure drop~change!
attributable to deceleration/acceleration of the fluid was estimated
from void fraction and momentum change analyses; contraction/
expansion losses at the inlet and outlet of the test section were
estimated using two-phase ‘‘minor loss’’ models available in the
literature. This process is described in detail by Garimella et al.
@6#. These estimates were validated using pressure drop measure-
ments on a ‘‘near-zero’’ length test section and tests conducted
with and without condensation in the test section as described by
@6#. Excellent agreement was obtained between these data and the
models.

Flow Regime Determination. Experiments on the noncircu-
lar tubes under consideration were conducted over a nominal
quality range of 5% to 95% for each of the mass fluxes of interest.
However, the focus of the present study is the intermittent flow
regime; therefore, only data points belonging to this regime were

included for this pressure drop model. The transition criteria de-
veloped by Coleman and Garimella@3# from flow visualization
studies and further described by Garimella et al.@6# were used to
identify the data points with conditions that would lead to inter-
mittent flow patterns. Intermittent flow occurs at low vapor quali-
ties, with this flow regime persisting at higher qualities as the
mass flux decreases,@3,6#. A total of 96 pressure drop data points
from the six noncircular tubes tested were identified as belonging
to the intermittent regime for model validation using these criteria.
It should be noted that experimental observations of the flow pat-
terns, which form the basis for these transition criteria, were made
on circular, square, and rectangular channels. In the absence of
other valid transition criteria for phase-change flow in small hy-
draulic diameter noncircular channels, these criteria were also as-
sumed to apply for the different shapes of the tubes considered
here, at equivalent hydraulic diameters.

Model Development. A model that predicts the pressure drop
of two-phase flow in the intermittent flow regime through circular
tubes from 0.5 to 4.91-mm diameter was presented in Garimella
et al. @6#. The model was developed based on the flow patterns
observed in these tubes when condensing R134a experienced in-
termittent ~slug/bubble! flow; photographs of the plug/slug flow
were previously presented in Garimella et al.@6#. These showed
that solitary bubbles travel as long, nearly cylindrical shapes be-
tween slugs of liquid with virtually no vapor entrainment, espe-
cially in the 1-mm tube. Figure 4 shows a schematic of the as-
sumed flow pattern which was also proposed by Suo and Griffith
@7# and Fukano et al.@9#. Essentially, a long, cylindrical bubble of
vapor with a uniform annular film of liquid surrounding it is as-
sumed. The literature suggests that the cylindrical bubbles flow
approximately 20% faster than the liquid slugs which bound it on
either end,@7,9#; the annular film flows very slowly compared to
both the bubble and the slug. Thus liquid is continually shed into

Fig. 3 Test section schematic

Fig. 4 Cross section of assumed flow pattern for model unit
cell
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the film from the posterior of the slug and picked up from the film
at the anterior of the slug. The liquid slugs are assumed to contain
no entrained vapor, and the bubbles are assumed to be uniform
and constant throughout the test section. The total pressure drop
due to this flow mechanism is the sum of the frictional pressure
drop in the slug and film/bubble regions and the losses associated
with the flow between the film and the slug.

The equations for pressure drop in the slug and film/bubble
regions were presented in the previous paper,@6#, and remain the
same for the case of noncircular tubes also. To address the non-
circular shapes, the concept of hydraulic diameter,Dh54A/P, is
employed. For noncircular tubes with intermittent flow, this anal-
ogy is not ideal because the bubble is likely to deviate from a
circular shape, and the film may not be uniform in thickness.
Nevertheless, similar challenges of nonuniform thickness, shear
stress, and velocity profiles exist in single-phase flow where the
hydraulic diameter concept has proven to be very effective. Using
the hydraulic diameter allowed for uniformity and consistency
between the models for circular and noncircular tubes. Enhance-
ments were made to the model to improve its simplicity and ease
of solution, without significantly affecting the results. These in-
clude the use of the Churchill equation for friction factor instead
of the Blasius equation~which does not account for surface rough-
ness and is not smooth in the transition region.! Also, a control
volume analysis was used to remove the need for the slug-length
correlation by Fukano et al.@9#. The model can be summarized by
the following equation set, where the hydraulic diameter~or ra-
dius!, local two-phase quality, temperature, pressure, and total
mass flux are the required inputs:

j L5
~12x!G

rL
(2)

j V5
xG

rV
(3)

Uslug5 j V1 j L (4)

Reslug5
rLUslugDh

mL
(5)

S dP

dx D
slug

5 f ~Reslug,«/Dh!
rLUslug

2

2Dh
. (6)

The friction factor,f, in Eq. ~6! is calculated using the more
comprehensive Churchill equation,@11#, which is a function of
Reynolds number, Re, and relative roughness,«/Dh , instead of
the Blasius equation used by Garimella et al.@6#. The Churchill
equation,@11#, is as follows:

f ~Re,«/Dh!58H S 8

ReD
12

1S F2.457 lnS 1

~7/Re!0.910.27«/Dh
D G 16

1S 37530

Re D 16D 21.5J ~1/12!

. (7)

From the work of Fukano et al.@9#, Suo and Griffith@7#, and
Dukler and Hubbard@8# the ratio between bubble and slug veloc-
ity is approximately 1.2:

Ububble

Uslug
51.2 (8)

Refilm5
rLUfilm~Dh2Dbubble!

mL
(9)

Rebubble5
rV~Ububble2U interface!Dbubble

mV
. (10)

The film flow was assumed to be laminar and driven by the
combination of the pressure gradient in the film/bubble region and

shear at the film/bubble interface. The velocity profile for com-
bined Couette-Poiseuille flow through an annulus where the inner
surface moves at the interface velocity,U interface, is represented by
the superposition of the pressure-driven and the shear-driven com-
ponents,@12,13#. By applying a shear stress balance at the inter-
face, the following relationships can be derived:

U interface5
2~dP/dx! f /b

4mL
~Rtube

2 2Rbubble
2 ! (11)

Ufilm5U interface/2. (12)

The pressure drop per unit length in the bubble/film region is

S dP

dx D
f /b

5 f ~Rebubble,«/Dh!
rV~Ububble2U interface!

2

4Rbubble
(13)

where the friction factor,f, is again calculated from the Churchill
equation,@11#. From continuity over a control volume~the volu-
metric flow rate through any plane must be constant over a small
length!.

Uslug5UbubbleS Rbubble

Rtube
D 2

1UfilmS 12S Rbubble

Rtube
D 2D . (14)

It should be noted that the use of this control volume does not
violate conservation of mass in any way; however, mathematical
statements of the conservation of mass do not lead as directly to
useful relationships between the variables of interest here since
the mass flow rate through any cross section depends on the void
fraction at that location which is not a single constant for this
intermittent flow pattern. The above equations can be solved si-
multaneously given the model inputs to generate predictions of
the contribution of the slug and bubble/film regions to the total
pressure drop. For the conditions of interest here, these calcula-
tions yield 0.89<Rbubble/Rtube<0.91; thus the predicted bubble
diameter is about 90% of the tube diameter.

Instead of using the measurements of Fukano et al.@9# to pre-
dict the relative slug length as presented in Garimella et al.@6#, a
control volume analysis was again employed. The difference be-
tween the two methods was remarkably small, so the control vol-
ume method is preferable for consistency. Since the bubble de-
fines the location of the unit cell, and the bubble is assumed to
carry the total volumetric flow rate of the vapor,v f r V :

v f r V5
Gx

rV

pDh
2

4
5Ububble

pDbubble
2

4

Lbubble

Lunit cell
(15)

or

Lbubble

Lunit cell
5

GxDh
2

UbubbleDbubble
2 rV

(16)

which is simply a function of inputs to, or values calculated in, the
model. By definition,

Lunit cell5Lbubble1Lslug. (17)

Thus the pressure drop due to frictional losses is known:

DPfriction only

L
5F S dP

dx D
f /b

S Lbubble

Lslug1Lbubble
D

1S dP

dx D
slug

S 12
Lbubble

Lslug1Lbubble
D G . (18)

For the conditions tested, this value is typically about 65% of the
total measured pressure drop. Figure 5 illustrates how the calcu-
lated values ofDPfriction only from both the slug and bubble/film
regions compare with the total measured pressure drop.
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The remaining contribution to the total pressure drop is the loss
associated with the flow of liquid between the film and the slug.
This transition loss was taken from the expression proposed by
Dukler and Hubbard@8#:

DPone transition

5rLS 12S Rbubble

Rtube
D 2D ~Uslug2Ufilm!~Ububble2Ufilm!

2
. (19)

The total pressure loss from these transitions can be expressed as

DPfilm/slug transitions5NUC•DPone transition. (20)

The number of unit cells in a particular length of tube,NUC , must
be determined for the evaluation of this expression. Knowing the
length or frequency of the unit cells would be sufficient to deter-
mine NUC for any test section. Most of the work on predicting
slug frequency in intermittent flow has been performed with larger
tubes~20–50-mm diameter! using mixtures of air or another gas
and water,@8,14–16#. Many of these works are reviewed by Tron-
coni @17#. Garimella et al.@6# proposed a correlation of the form

NUCS Dh

L tube
D5S Dh

LUC
D5a~Reslug!

b5v
Dh

Ububble
(21)

with the following coefficients:a52436.9,b520.5601 for cir-
cular tubes with 0.5<Dh<4.91 mm.v is the slug frequency~Hz!.
In addition to this model, the slug frequency models developed by
Tronconi @17# and Gregory and Scott@15# were also considered.
The model by Tronconi@17# was developed from the measure-
ments of several other researchers using different test configura-
tions and frequency measurement techniques. The model itself is
based on the Lockhart-Martinelli,@18#, parameter,X. Since this
work is based on larger tubes, the assumed flow pattern in the
bubble/film region is stratified where the liquid film rests at the
bottom of the tube beneath the vapor. The two phases assume
complementary shapes with the interface defined by a horizontal
line through the tube at a height characteristic of the flow condi-
tions. Using the definition of the parameter,X, the dimensionless
vapor height,HV* , and velocity,UV* , can be calculated from im-
plicit relationships as shown by Taitel and Dukler@5# and Govier
and Aziz@19#. From these parameters, the correlation proposed by
Tronconi @17# is simply

V50.61
UV*

HV*
5v

rLDh

rVj V
. (22)

The model proposed by Gregory and Scott@15# is particularly
simple:

v50.0226S j L

gDh
F19.75

Uslug
1UslugG D 1.2

(23)

and it can also be expressed as a function of the Froude number.
Figure 6 through Fig. 8 show a comparison of the predicted total
pressure drop versus the measured pressure drop for all the test
conditions and tubes considered hereand the circular tubes con-
sidered by Garimella et al.@6# using the slug frequency models
from Tronconi@17#, Gregory and Scott@15#, and Garimella et al.
@6# ~Eq. ~21!!, respectively. It should be noted that for the trian-
gular tubes only, the frequency model of Garimella et al.@6# does
not provide a good fit. These tubes seem to follow a trend that is
significantly different than that of the other tube shapes including
circular tubes. Therefore, for the triangular tubes~T33 and W29!,
the following correlation for the number of unit cells was devel-
oped:

NUCS Dh

L tube
D5S Dh

LUC
D5a exp~b Reslug!5v

Dh

Ububble
(24)

Fig. 5 Contribution of each pressure drop mechanism to total
pressure drop for each test point

Fig. 6 Comparison of total predicted pressure drop based on
frequency model of Tronconi †17‡ with measured data

Fig. 7 Comparison of total predicted pressure drop based on
frequency model of Gregory and Scott †15‡ with measured data
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where a5996.5 andb528.3331024. This correlation, along
with the earlier correlation~Eq. ~21!! for other tube shapes, is
shown in Fig. 9. The plot shown in Fig. 8 uses the above corre-
lation for the triangular tubes and the correlation of Garimella
et al. @6# for all other tube shapes. It is clear from Figs. 6–8 that
the correlation by Garimella et al.@6# with the above modification
for the triangular tubes fits the measured pressure drop signifi-
cantly better than the models of Tronconi@17# and Gregory and
Scott@15#. Their models generally predict higher slug frequencies
and overpredict the total pressure drop when used with this model.
This may be due to the significant differences between the ther-
mophysical properties of the air-liquid combinations used in their
work and those of the pure refrigerant used here. Additionally the
range of tube diameters used in their work lead to stratified inter-
mittent flow whereas the tubes used in the present work do not
exhibit stratification in this regime,@2,3#. Thus Eq.~21! and Eq.
~24! are recommended for the range of parameters considered
here. The average error for the circular tubes using the recom-
mended model is 13.5%~the value of 13.4% stated in@6# was
before the friction factor and slug length calculations were

changed as described above!, for the noncircular tubes it is 16.5%.
90% of the predicted circular and noncircular tube results fall
within 28% of the measured values.

The widely used two-phase flow pressure-drop models from
Lockhart-Martinelli @18#, Chisholm @20#, and Friedel@21# were
also compared with the measured values. These results can be
seen in Fig. 10. Clearly the scatter is much greater with these
correlations, but of the three, the Friedel correlation is closest,
perhaps because it is the only one that attempts to account for
surface tension. The average error using the Friedel correlation for
the all the tubes~circular and noncircular! is 36%, with a max
error of 158%~which is still considerably higher than the errors
resulting from the present model!. The Chisholm correlation gen-
erally overpredicts the measured results and has an average error
of nearly 200% and a maximum of over 800%; the Lockhart-
Martinelli correlation yields an average error of 85% with a maxi-
mum error of over 400%.

The effect of hydraulic diameter on pressure drop for circular
tubes was predicted using this model in Garimella et al.@6#. How-
ever, the effect of the noncircular shapes can be both through
changing the effective hydraulic diameter, and the roughness ratio
(«/D), which was determined experimentally for each tube using
single-phase tests as described above. In addition, the triangular
tubes follow a significantly different trend. Figure 11 shows a
comparison of pressure drops for a representative tube with an
L/Dh,nominal5500 ~i.e., 375-mm-long tube! for the tube shapes
considered in this study assuming the free flow area of all the
shapes to be equal to that of a 0.75-mm circular tube. The noncir-
cular shapes were nondimensionalized and scaled to obtain the
appropriate hydraulic diameter for this flow area. The roughness
ratios assumed were the same as those based on single-phase mea-
surements~see Table 1!. To incorporate the effect of tube rough-
ness, the Churchill@11# equation for friction factor was used in
place of the simpler Blassius equation in Eq.~6! and Eq.~13! as
stated above. The combination of hydraulic diameter and relative
roughness for each shape made the results unique to each tube
shape and different than the corresponding circular tube. The no-
ticeable slope changes in some of the curves are due to the inde-
pendent transitions from laminar to turbulent flow in the liquid
slug and the vapor bubble~for the conditions pictured, the film
Reynolds number never exceeds 300!. These single-phase transi-

Fig. 8 Comparison of total predicted pressure drop based on
frequency model of Garimella et al. †6‡, Eq. „21…, and Eq. „24…
with measured data

Fig. 9 Number of unit cells per meter derived from measured
data as a function of slug Reynolds number, comparison with
model: Eq. „21… and Eq. „24…

Fig. 10 Comparison of Lockhart-Martinelli, Chisholm, and
Friedel two-phase pressure drop models, †22‡, with measured
data

892 Õ Vol. 125, SEPTEMBER 2003 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.152. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



tions generally occur between a Reynolds number of 2000 and
3000. At the two higher mass fluxes shown, the slope changes
seen in Fig. 11 are the result of the laminar-turbulent transition
within the vapor bubble. For instance, at a mass flux of 450
kg/m2s and a quality of 0.1, the bubble Reynolds number is about
2700 for the W-tube and there is a visible slope change here;
similarly at a mass flux of 750 and quality of 0.04, the bubble
Reynolds number is about 2900 for the W-tube. At the lowest
mass flux shown, 150 kg/m2s, a more gradual slope change can be
observed, which is due to the laminar-turbulent transition within
the slug. It should be noted that the transitions for each tube shape
do not occur at the same combination of quality and mass flux
because the hydraulic diameter is different for each tube. In addi-

tion, the change in slope is related to the relative roughness, which
is different for each tube; so some transitions appear more drastic
than others. Figure 11 also shows that the triangular tubes are
predicted to behave significantly differently than the other tubes at
low mass fluxes~low slug Reynolds number!. The reasons for this
behavior are not fully understood although it can be seen from
Fig. 9 that the number of unit cells per meter at these low slug
Reynolds numbers are much higher for the triangular tubes than
for the other circular and noncircular tubes. Moreover, there are
more measured data available for the triangular tubes at these
conditions than for the other tubes~see inset, Fig. 9!. Certainly the
W-tube is unlike any of the others due to its method of fabrication
and may therefore be more likely to have features such as non-
constant passage geometry than the other tubes~note also the
higher relative roughness values for the W-tube in Table 1!, but
with the extruded triangular tube, this difference does not exist.

Conclusions
An experimentally validated pressure drop model for intermit-

tent flow of condensing refrigerant R134a in noncircular horizon-
tal tubes with hydraulic diameters from 0.42 to 0.84 mm was
developed based on the observed flow patterns. The model in-
cludes the pressure drop due to the slug, the film/bubble region,
and the transitions between them. The experimental work pre-
sented here in conjunction with prior flow visualization studies of
condensing refrigerant flows provided an accurate set of measured
pressure drop data for intermittent flow that was used for model
validation. The model developed by Garimella et al.@6# was en-
hanced and extended using the concept of hydraulic diameter. A
simple correlation for nondimensional unit-cell length based on
slug Reynolds number was developed with two sets of coeffi-
cients, one for triangular tubes and one for all other tubes consid-
ered. Besides tube dimensions and thermophysical properties, the
only inputs required for the model are the quality and mass flux of
the refrigerant. The results of this model were within616.5% of
the measured data on average for all noncircular tubes, with 90%
of the predicted results within628% of the 96 measured data
points. The results were also compared with predictions using two
slug frequency models from the literature and predictions of gen-
eralized two-phase flow pressure drop correlations. The slug fre-
quency models of Tronconi@17# and Gregory and Scott@15# were
shown to generally overpredict the pressure drop contribution of
the film-to-slug transitions. The more commonly used two-phase
pressure drop models of Lockhart-Martinelli@18#, Chisholm@20#,
and Friedel@21# were also not able to predict the measured data
with acceptable errors. It was shown that the model proposed here
predicts the measured results much more accurately than any of
the other models. Finally, the model was used to characterize the
effect of tube shape, mass flux, and quality on pressure drop in a
systematic way.
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Nomenclature

A 5 cross-sectional area~m2!
a, b 5 variable constants

D 5 diameter~m! ~or ~mm! as noted!
d 5 ordinary differential operator

DP 5 pressure drop~kPa!
dP/dx 5 pressure drop per unit length~kPa/m!

g 5 gravitational constant~m/s2!
G 5 mass flux~kg/m2s!
H 5 height ~mm!
j 5 superficial velocity~m/s! ~see Eq.~2! and Eq.~3!!
L 5 tube length~m!

NUC 5 number of unit cells

Fig. 11 Predicted effect of tube shape for nominal flow area
equivalent to 0.75-mm diameter circular tube, L ÕDh,nominal Ä500

Table 1 Hydraulic diameter and relative roughness values
used in parametric study of effect of tube shape

Tube Shape Dh „mm… Roughness„«ÕDh…

Circular 0.750 0.0005
Square 0.665 0.0009
Triangle 0.621 0.0065
Rectangle 0.604 0.0390
W-insert ~triangle! 0.572 0.1000
N-shaped 0.521 0.0030
Note: length of all tubes5375 mm
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R 5 radius~m!
Re 5 Reynolds number
U 5 velocity ~m/s! cross-sectional average
x 5 vapor quality
X 5 Lockhart-Martinelli parameter

Greek Symbols

a 5 void fraction
« 5 surface roughness
r 5 mass density~kg/m3!
m 5 dynamic viscosity~Ns/m2!
t 5 shear stress~N/m2!
v 5 slug frequency~Hz!

Subscripts

avg 5 average within test section
f /b 5 film/bubble region

h 5 hydraulic diameter of tube
L 5 liquid

UC 5 unit cell
V 5 vapor
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Out-of-Plane Motion Effects in
Microscopic Particle Image
Velocimetry
In microscopic particle image velocimetry (microPIV) experiments, the entire volume of a
flowfield is illuminated, resulting in all of the particles in the field of view contributing to
the image. Unlike in light-sheet PIV, where the depth of the measurement volume is simply
the thickness of the laser sheet, in microPIV, the measurement volume depth is a function
of the image forming optics of the microscope. In a flowfield with out-of-plane motion, the
measurement volume (called the depth of correlation) is also a function of the magnitude
of the out-of-plane motion within the measurement volume. Equations are presented de-
scribing the depth of correlation and its dependence on out-of-plane motion. The conse-
quences of this dependence and suggestions for limiting its significance are also pre-
sented. Another result of the out-of-plane motion is that the height of the PIV signal peak
in the correlation plane will decrease. Because the height of the noise peaks will not be
affected by the out-of-plane motion, this could lead to erroneous velocity measurements.
An equation is introduced that describes the effect of the out-of-plane motion on the signal
peak height, and its implications are discussed. Finally, the derived analytical equations
are compared to results calculated using synthetic PIV images, and the agreement be-
tween the two is seen to be excellent.@DOI: 10.1115/1.1598989#

Introduction
The rapid development of microfluidic MEMS devices has re-

sulted in researchers developing experimental techniques to inves-
tigate fluid flow within these devices. One recently developed
experimental microfluidic technique is microscopic particle image
velocimetry,@1–3#.

Particle image velocimetry~PIV! is a well-established tech-
nique used to obtain instantaneous velocity fields, typically in
wind or water tunnels,@4#. In a typical PIV experiment, small
tracer particles are illuminated by a double-pulsed sheet of light,
and the images of these particles are recorded by a CCD camera.
Then, instantaneous velocity fields are determined from the im-
ages using a cross-correlation technique. If the depth-of-focus of
the camera is made larger than the thickness of the laser sheet, all
of the illuminated particles will be in focus in the recorded image,
and the depth of the measurement volume will be defined by the
thickness of the laser sheet.

Microscopic PIV ~microPIV! is an extension of PIV to study
flows at the microscale. A diagram of a microPIV system is shown
in Fig. 1. The microfluidic device of interest is placed beneath the
objective of an epi-fluorescent microscope~or in the case of an
inverted microscope, above the objective!. The light beam from a
double-pulsed Nd:YAG laser is expanded before entering the mi-
croscope through an aperture in the back of the microscope. After
being redirected towards the microfluidic device by a prism, the
laser light is focused onto a small region of the sample by the
microscopic objective.

Because of the small length scales involved in microPIV, it is
not possible to illuminate only a thin slice of the flowfield with a
laser sheet. Instead, the entire flowfield is illuminated, and the
depth over which the particle images are obtained is determined
by the optical parameters of the microscope objective, not the
thickness of a laser sheet. The intensity and size of an individual
particle’s image will be dependent on the particle’s distance from
the object plane of the microscope objective. Those particles very

near the object plane will form small, bright images, and those
particles away from the object plane will form larger, dimmer
images.

The objective of the work presented here is to determine the
effect of out-of-plane particle motion on microPIV interrogation.
Out-of-plane motion may cause the image formed by each seed
particle to vary between the PIV images to be cross-correlated,
and this variation may affect the measurement volume and the
PIV signal peak. The work presented here seeks to quantify these
effects.

Particle Image Intensity Function
The diameter of an image formed by a particle as a function of

distance from the microscope objective object plane can be esti-
mated as the sum of a geometric optics term and a diffraction
term. Olsen and Adrian@5# estimated the diameter as

de5S M2dp
215.95~M11!2l2f #21

M2z2Da
2

~s01z!2D 1/2

. (1)

Equation~1! assumes that both the geometric optics term and the
diffraction term can be approximated as Gaussian. In any micro-
scopic measurement,s0@z, and the image diameter grows asde

}(const.1z2)1/2, which is a hyperbola. Note that in microscopic
applications, the numerical aperture is often used in place of the
focal number. For large focal numbers and with air as the imaging
medium, and making a paraxial approximation, the relation be-
tween numerical aperture and focal number is simplyNA
51/2f #. This approximation can break down for large numerical
aperture objectives and for immersion lenses. Meinhart and Wer-
eley @6# have derived a more general relationship betweenf # and
numerical aperture that is valid for all numerical apertures and
immersion media, and this can be used in place of the above
relationship in cases where the paraxial approximation breaks
down.

Olsen and Adrian@5,7# derived the following equation that de-
scribes the image formed by a particle in microscopic PIV:
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Ĵ05
A

de
2~s01z!2

expS 24b2X2

de
2 D (2)

where

A5
~Jp /I 0!Da

2b2

4p
.

Cross-Correlation Analysis
For an interrogation using cross-correlation analysis, two im-

ages are taken of the flowfield at timest1 and t25t11Dt. As in
Keane and Adrian@8–10#, the two images to be cross-correlated
can be represented by

I 1~X!5WI1~X2X1!E I 01~x!Ĵ0~X2Mx;z!g~x,t1!dx (3)

I 2~X!5WI2~X2X2!E I 02~x8!Ĵ0~X2Mx8;z!g~x8,t2!dx8

(4)

where

g~x,t !5(
i

d~x2xi~ t !! (5)

indicates the Lagrangian positionxi(t) of each particle in the flow
at time t. It is convenient to decomposet into mean and fluctuat-
ing parts, such that

g~x,t !5C~x,t !1Dg~x,t !. (6)

The local spatial cross-correlation of the two images can be esti-
mated by the convolution integral

R~s!5E I 1~X!I 2~X1s!dX. (7)

R(s) can be decomposed into three components, such that

R~s!5RC~s!1RF~s!1RD~s! (8)

whereRC(s) is the convolution of the mean intensities and is a
broad function ofs with a diameter of the order of the interroga-
tion spot diameter,RF(s) is the fluctuating noise component due
to the correlation of mean intensity with the fluctuating image
intensity, andRD(s) is the displacement component of the corre-
lation function.RD(s) gives the particle image displacement from
time t1 to t2 , and thus contains the information necessary to cal-
culate the velocity vector for the interrogation volume~i.e., it is
the PIV signal peak!. Solving forRD(s) results in

RD~s!5E dXE WI1~X2X1!Dg~x,t1!I 01~x!Ĵ0~X2Mx;z!dx

3E WI2~X2X21s!Dg~x8,t2!I 02~x8!Ĵ0

3~X2Mx1s;z8!dx8. (9)

Statistical Formulation
In each pair of PIV images to be cross-correlated, the particle

locations are random, and this randomness causes variations in the
correlation fields~even for two interrogation volumes with iden-
tical velocity fields!. It is therefore appropriate to deal with aver-
ages of the correlation estimate. Indeed, this is exactly the inter-
rogation technique that is used in many microscopic PIV
experiments in order to maximize the spatial resolution,@2#. Also,
by taking a large ensemble, the conditional average ofRF(s) ap-
proaches zero, and can thus be neglected. Furthermore, the con-
tribution of RC(s) is to create a plateau above which the signal
peak rises. All the information necessary to determine velocity can
be derived from the signal peak,RD(s). The conditional average
of RD(s) for a given velocity field is

^RD~s!uu~x!&5E dXE WI1~X2X1!I 01~x!Ĵ0~X2Mx;z!dx

3E WI2~X2X21s!

3^Dg~x,t1!Dg~x8,t2!uu~x!&I 02~x8!

3 Ĵ0~X2Mx81s;z8!dx8. (10)

Adrian @11# showed that

^Dg~x,t1!Dg~x8,t2!uu~x!&5C~x,t1!d~x82x2u~x,t !Dt !.
(11)

Substituting Eq.~11! into ~10! and simplifying results in

^RD~s!uu~x!&5E dXE WI1~X2X1!I 01~x!C~x,t !Ĵ0~X2Mx;z!

3WI2~X2X21s!I 02~x1Dx!

3 Ĵ0~X2Mx2MDx1s;z1Dz!dx, (12)

the accuracy of the particle image intensity function and the con-
volution integrals describing microPIV interrogation has been in-
vestigated experimentally,@12#. These experiments were per-
formed for microPIV systems with magnifications and numerical
apertures of 11.53 and 0.29 and 23.53 and 0.38, respectively. For
all of the cases investigated, the results of these experiments
agreed with the analytical descriptions within 5%.

Out-of-Plane Motion Effects
The effect of out-of-plane motion on the cross-correlation sig-

nal peak in microscopic PIV can be determined by integrating Eq.
~12!. In doing this, it is first assumed that the entire interrogation
volume is illuminated with equal laser intensity, and the intensity
of both of the laser pulses is the same.

One effect of the out-of-plane motion is that the two images
formed by an individual particle may not be the same. If the
particle moves toward the object plane between laser pulses, then
the second image will be brighter and have a smaller diameter,
and if the particle moves away from the object plane between
laser pulses, then the second image will be dimmer and have a
larger diameter. The purpose of this analysis is to determine the
effect of this variation in particle image intensity and diameter due
to out-of-plane motion on the microPIV measurement.

The distance traversed in thez-direction by a particle fromt1 to
t2 can be denoted byDz, where Dz5uz(x)Dt. The particle’s
diameter att1 and t2 will then bede(z) andde(z1Dz), respec-

Fig. 1 Diagram of a microscope-based microPIV system
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tively, and these diameters can be determined using Eq.~1!. Equa-
tion ~2! can then be used to describe the particle image intensity
function of the particle during both the first and second laser
pulses. Substituting the particle image intensity functions into Eq.
~12! with the previously stated assumptions results in

^RD~s!uu~x!&5I 0
2A2E E WI1~X2X1!WI2~X2X2!C~x,t !

3
1

de
2~z!~s01z!2

1

de
2~z1Dz!~s01z1Dz!2

3expS 24b2X2

de
2~z!

D
3expS 24b2~X1s2MDx!2

de
2~z1Dz!

D dXdx. (13)

This can be integrated with respect toX, yielding

^RD~s!uu~x!&5
pI 0

2A2

4b2 E E WI1~X2X1!WI2~X2X2!C~x,t !

3S 1

de
2~z!1de

2~z1Dz!
D

3S 1

~s01z!2~s01z1Dz!2D
3expS 24b2~s2MDx!2

de
2~z!1de

2~z1Dz!
D dx (14)

Equation~14! describes the size and shape of the cross-correlation
signal peak in a microscopic PIV experiment with out-of-plane
particle motion. Examination of this equation reveals that one
effect of out-of-plane motion is to widen the signal peak and to
reduce the peak height. This can have significant consequences in
a microPIV experiment, because if the signal peak height becomes
too low, then it may be difficult to identify the signal peak from
the random noise peaks, resulting in erroneous velocity
measurements.

The measured velocity is defined by the location where
]RD /]s50. Differentiating Eq.~14!, and solving foru0 , where
u0 is the measured velocity, results in

u05E u~x!C~x,t !WI1~Mx2X1!WI2~M ~x1Dx!2X2!

~s01z!2~s01z1Dz!2~de
2~z!1de

2~z1Dz!!2

3expS 24b2~s2MDx!2

de
2~z!1de

2~z1Dz!
D dx

3S E C~x,t !WI1~Mx2X1!WI2~M ~x1Dx!2X2!

~s01z!2~s01z1Dz!2~de
2~z!1de

2~z1Dz!!2

3expS 24b2~s2MDx!2

de
2~z!1de

2~z1Dz!
D dxD 21

(15)

whereDx5u(x)Dt. Equation~15! is implicit in u(x,t) becauseu
appears in both sides of the equation, and as such, the measured
velocity u0 will be a weighted average ofu throughout the inter-
rogation volume. However, althoughu(x,t) may vary within the
interrogation volume, so long as the variation is not too great, then
s02MDx>0, and the exponential terms in Eq.~15! will be ap-
proximately equal to 1. With this approximation, Eq.~15! can be
expressed as

u05
*u~x,t !W~x!dx

* W~x!dx
(16)

whereW(x) is the weighting function

W~x!5
C~x,t !WI1~Mx2X1!WI2~M ~x1Dx!2X2!

~s01z!2~s01z1Dz!2~de
2~z!1de

2~z1Dz!!2
. (17)

The weighting function gives the relative contribution to the
cross-correlation signal peak as a function of particle position. As
was done in Olsen and Adrian@5# for the case of microscopic PIV
in the absence of out-of-plane motion, the weighting function can
be used to define a boundary on the interrogation volume in the
z-direction by defining a distance from the object plane beyond
which particles no longer significantly contribute to the correla-
tion function. The contribution of a particle to the correlation
function can be assumed to be insignificant when the ratio of its
weighting function to the weighting function of a particle atz
50 ~i.e., a particle on the object plane! falls below some thresh-
old. This threshold can be defined by the parameter«. If the con-
centration of seed particles is assumed to be constant throughout
the interrogation volume, then to find this distance~designated by
zcorr) we first assume thats0@z and then solve the equation

«5
~de

2~0!1de
2@~Dz!2# !2

~de
2~zcorr!1de

2~zcorr1Dz!!2
(18)

which results in

zcorr5F S f #2dp
21

5.95~M11!2l2f #4

M2 D S 12A«

A«
D

1
1

4 S 42A«

A«
D ~Dz!2G 1/2

1
Dz

2
. (19)

For Dz50, Eq.~19! reduces to the same equation forzcorr that was
derived in Olsen and Adrian@7#, as one would expect. Equation
~19! can be used to determine thedepth of correlation, an experi-
mental parameter that defines the depth over which particles sig-
nificantly contribute to the measured velocity. The depth of corre-
lation defines the depth of the measurement volume in
microscopic PIV and is simply 2zcorr .

Equation~19! suggests that the depth of correlation is depen-
dent on the local out-of-plane velocity component. This has seri-
ous implications in a microscopic PIV experiment in a three-
dimensional velocity field. The measurement volume is not only
dependent on particle size and optical parameters, which remain
fixed for a given experiment, but also on the hydrodynamics of the
flowfield. In a three-dimensional flowfield with large spatial varia-
tions in thez-velocity, the measurement volume will vary through-
out the flowfield and can lead to difficulties in interpreting the
experimental results.

Equation~19! shows that the effect of the out-of-plane motion
is to increase the depth-of-correlation compared to an experiment
without out-of-plane motion. The term outside the square root is
due to the uncertainty in determining a particle’sz-position due to
out-of-plane motion, i.e., a particle that begins atz52Dz/2 will
end atz5Dz/2, effectively stretching the depth of correlation by
distanceDz. The term inside the square root is because out-of-
plane motion has the effect of making the image of a particle
larger for one of the laser pulses than for the other. This broaden-
ing of the image, and the consequential diminishing of peak par-
ticle image intensity, will dilute a particle’s contribution to the
correlation function. This dilution will be greatest for particles
near the object plane, because a small growth in their image di-
ameter due to out-of-plane motion will have a larger relative effect
then the effect of out-of-plane motion on particles far from the
object plane, which have large image diameters to begin with and
are less affected by a change in image diameter due to out-of-
plane motion.
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The depth of correlation for various microscope objectives and
degrees of out-of-plane motion is summarized in Table 1. As these
data demonstrate, the stretching of the depth of correlation can be
significant even in the case of very small out-of-plane motion.
Out-of-plane motion of only 1mm stretches the depth of correla-
tion by over 25% for a 203 objective. The stretching effect be-
comes more pronounced as the magnitude of the out-of-plane mo-
tion increases. For very smallDz, the term outside of the square
root dominates the stretching ofzcorr in Eq. ~19!, but asDz in-
creases, the term inside the square root grows in prominence until
it is the dominant term in the stretching ofzcorr . It would therefore
be improper, except in cases of very smallDz, to estimate the
depth of correlation by simply adding the out-of-plane motion to
the depth of correlation determined without out-of-plane motion.

The data in Table 1 also show that the stretching of the depth of
correlation due to out-of-plane motion becomes more significant if
higher magnification, higher numerical aperture objectives are
used. For these objectives, particle image diameter can vary
greatly for even small changes in a particle’sz-position.
Thus, even seemingly small out-of-plane motion can affect a par-
ticle’s image greatly, in turn significantly affecting the depth of
correlation.

Equation~19! can be expressed in dimensionless form by nor-
malizing both sides of the equation byzcorr for Dz50 and
expressingzcorr as a function ofj5Dz/2zcorr(0) ~i.e., as a funct-
ion of the ratio ofDz to depth of correlation forDz50). This
results in

zcorr~j!

zcorr~0!
5F11

1

4 S 42A«

A«
D ~2j!2G 1/2

1j (20)

where

zcorr~0!5F S f #2dp
21

5.95~M11!2l2f #4

M2 D S 12A«

A«
D G 1/2

.

The ratio zcorr(j)/zcorr(0) is a stretching parameter that describes
the change inzcorr as a function of the out-of-plane velocity com-
ponent. The ratiozcorr(j)/zcorr(0) as a function ofj is plotted in
Fig. 2.

Great care must be taken in interpreting microscopic PIV data
in three-dimensional flowfields because of possible variations in
the depth of correlation due to out-of-plane motion. To ease data
interpretation, Eq.~19! can be used to assist in designing experi-
ments such that variations in depth of correlation are insignificant.
If the maximum out-of-plane velocity is known a priori, and if one
sets a limit on the maximum tolerable stretching of the depth of
correlation, denoted byf, then one can set

zcorr~Dzmax!5~11f!zcorr~0! (21)

and then solve forDzmax using Eq.~19!. FromDzmax, the experi-
menter can determine the maximum laser pulse separationDt that
can be used to keep the stretching of the depth of correlation
within the desired limit. Of course, this can lead to other difficul-
ties, as it may require thatDt be so small that particle motion
within the object plane is also very small. Since the error associ-
ated with a PIV measurement is inversely proportional to the mag-
nitude of particle motion within the object plane, selecting too
small of aDt can result in measurement errors that are undesir-
ably large. Thus designing a microscopic PIV experiment for a
flowfield with out-of-plane motion may require striking a balance
between data interpretation and experimental uncertainty.

Another effect of the out-of-plane motion is to reduce the
height of the correlation signal peak relative to the PIV noise
peaks, which can result in difficulties in identifying the signal
peak. Equation~14! shows that the contribution of a particle lo-
cated atz to the signal peak height is proportional to

Table 1 Depth of correlation as a function of out-of-plane
motion

OBJECTIVE Dz50 mm Dz51 mm Dz52 mm Dz54 mm

103,
NA50.25
dp51 mm

38.0mm 39.5mm 42.0mm 49.5mm

203, NA50.5
dp51 mm

10.5mm 13.2mm 18.3mm 31.1mm

403, NA50.6
dp51 mm

7.7mm 10.9mm 16.7mm 30.1mm

Fig. 2 Depth of correlation as a function of out-of-plane particle motion
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1

de
2~z!1de

2~z1Dz!
(22)

so that asDz increases, the contribution of each individual par-
ticle to the signal peak height will decrease, making the total peak
height smaller. This decrease in signal peak height can be quanti-
fied by taking the ratio of the contribution to the signal peak
height of a particle with out-of-plane motion to the contribution to
signal peak height in the absence of out-of-plane motion. Letting
g(z) be this ratio, this ratio can be found to be

g~z!5
2de

2~z!

de
2~z!1de

2~z1Dz!
. (23)

This represents the ratio of the contributions at only one
z-location. However, the total peak height will result from the
contributions to signal peak height from particles from all
z-locations. We can estimate the cumulative effect of out-of-plane
motion on the total signal peak height by integrating Eq.~22! both
with and without out-of-plane motion overz, and taking the ratio
of the two integrals. This results in

g5S M2dp
215.95~M11!2l2f #2

M2dp
215.95~M11!2l2f #21

M2~Dz!2

4 f #2
D 1/2

. (24)

Equation~24! is an estimate of the ratio of signal peak height with
out-of-plane motion to signal peak height in the absence of out-
of-plane motion. The noise peaks will not be affected by out-of-
plane motion, and thus Eq.~24! can be used to estimate the
change in the signal peak height relative to the random noise
peaks for various degrees of out-of-plane motion. Equation~24! is
plotted in Fig. 3 for various microscopic objectives for an experi-
ment using 0.5mm seed particles.

Equation~24! can be used to estimate the largest allowableDz
such that the signal peak height will not drop below a certain
level. For example, if one desires for the signal peak height for an
experiment with out-of-plane motion to be no less than 1/& of the
signal peak height of an experiment without out-of-plane motion,
then the maximum allowableDz can be estimated to be

Dzmax5S 4~M2dp
2 f #215.95~M11!2l2f #2!

M2 D 1/2

. (25)

Computational Methodology and Results
In order to verify the accuracy of the analytical findings pre-

sented in the previous section, a series of computational experi-
ments has been performed. Synthetic image sets were generated
with known in- and out-of-plane displacements between the two
images. The initial particle centers were randomly located by a
Monte-Carlo-based scheme within a 300-micron cube. The final
particle positions were specified by simply adding the in- and
out-of-plane motions to the initial particle position. Approxi-
mately 24,000 particles were placed in each volume, or approxi-
mately 1 particle per 10-micron cube. Although this number
seems prodigious, over 85% of these particles are far enough re-
moved from the focal plane~located midway through the depth of
the cube! that they are essentially contributing only to the back-
ground glow of the image. Both the cube size and number of
particles chosen here were arbitrary, and different numbers were
implemented garnering identical results. The intensity field gener-
ated from each individual particle was represented in the image by
the relationship given in Eq.~1!. Each particle was projected in
succession onto a two-dimentional digital image of 1000 by 1000
pixels in size. A sample synthetic and an actual microPIV image at
similar magnification and particle size are presented in Fig. 4.

Each synthetic particle image pair was interrogated using a
standard PIV cross-correlation algorithm, with a 32-pixel square
interrogation region. Analysis was also completed with interroga-
tion regions of 16316 pixels and 64364 pixels in size to establish
that the results were independent of the interrogation region size.
Since there was no background noise level added to the images,
and all of the ambient light in the frames was directly contributed
from individual particles, no pre-processing~such as background
subtraction or spatial filtering! was performed on the raw images.
A 900-correlation field average was generated from the individual
correlation fields of each separate interrogation region for each
image pair and recorded to disk. No post-processing or correlation
optimization routines were used in this analysis. The peak height

Fig. 3 Decrease in correlation signal peak height as a function of out-of-
plane motion for 0.5 mm seed particles and various microscopic objectives
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above the background, normalized by the peak height for no out-
of-plane motion can then be compared directly with the analytical
solution for the same experimental parameters.

Synthetic images were generated for six out-of-plane displace-
ments between 0.5 and 5 microns in depth for magnifications of
20, 40, and 60x. The normalized, averaged correlation peak
heights are presented as symbols in Fig. 3. The agreement be-
tween the analytical solution and the computational results gener-
ated from the synthetic images is quite good, within 5% for all of
the cases examined.

Summary and Conclusions
Out-of-plane motion can have significant effects in microscopic

PIV experiments, and these effects are discussed here for the first
time. One effect of the out-of-plane motion is that it will increase
the depth of correlation. Because the out-of-plane velocity may
vary throughout the flowfield, this will result in different measure-
ment volume depths throughout the microscopic PIV velocity vec-
tor field. An equation was derived that described the depth of
correlation as a function of optical parameters and the magnitude
of the out-of-plane motion. With careful experimental design,
stretching of the depth of correlation can be kept to a minimum,
but such a limitation may also result in an increase in the experi-
mental uncertainty of the measured velocity vectors.

Another effect of the out-of-plane motion is to reduce the
height of the signal peak in the cross-correlation plane. Since the
random noise peaks in the correlation plane will be unaffected by
the out-of-plane motion, this can result in difficulties in identify-
ing the signal peak from the surrounding noise peaks, leading to
erroneous velocity measurements. An equation was derived that
describes this reduction in signal peak height due to out-of-plane
motion. These analytical results were compared directly with syn-
thetic experiments, and the agreement was quite good, within 5%
for all of the cases examined. Suggestions for the use of this
equation have been made.
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Nomenclature

C 5 mean concentration of seed particles
d 5 Dirac delta function

Dz 5 out-of-plane particle motion
de 5 particle image diameter
dp 5 particle diameter
Da 5 aperture diameter
f 5 maximum tolerable stretching of the depth of correla-

tion
f # 5 focal number
I i 5 PIV images for cross-correlation
I 0 5 intensity of illuminating laser beam
Ĵ0 5 particle image intensity function
Jp 5 flux of light from a particle
l 5 wavelength of emitted light
M 5 magnification

NA 5 numerical aperture
R 5 spatial cross-correlation function
s 5 position vector in the correlation plane

s0 5 distance from lens to object plane
u 5 fluid velocity

u0 5 measured fluid velocity
WIi 5 interrogation window function

x 5 position vector of particle
X 5 position vector in the image plane
j 5 dimensionless out-of-plane motion
z 5 distance from object plane

zcorr 5 distance from object plane to extent of measurement
volume

2zcorr 5 depth of correlation
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Modeling of the Onset of Gas
Entrainment Through a
Finite-Side Branch
A theoretical investigation has been conducted for the prediction of the critical height at
the onset of gas entrainment during single discharge from a stratified, two-phase region
through a side branch with a finite diameter. Two different models have been developed,
a simplified point-sink model and a three-dimensional finite-branch model. The two mod-
els are based on a new criterion for the onset of gas entrainment. The results of the
predicted critical heights at the onset of gas entrainment showed that the finite-branch
model approaches the physical limits at low Froude numbers. However, as the values of
the Froude number increased, the predictions of both models eventually converged to the
same value. Based on the results of the models, the critical height corresponding to the
onset of gas entrainment was found to be a function of Froude number and fluid densities.
The results of both models are compared with available experimental data. The compari-
sons illustrate a very good agreement between the measured and predicted values.
@DOI: 10.1115/1.1601256#

1 Introduction
The research and development of experimental correlations and

theoretical models of the onset of gas and liquid entrainments
during discharge from a stratified, two-phase region through
branches of finite diameter have gained great importance in recent
literatures due to their relevance in several industrial applications;
some of which include nuclear reactor safety during postulated
loss-of-coolant accidents and two-phase distribution systems,
where a certain incoming stream is fed into a larger header, as
found in a shell-and-tube heat exchanger. Knowledge of the flow
phenomena involved, the mass flow rate, as well as the quality of
all discharging streams is essential for the design and/or perfor-
mance prediction of such systems.

For the case of single discharge from a large, stratified flow
channel, Zuber@1# stated that two distinct phenomena may occur,
depending on the location of the gas-liquid interface relative to the
branch. If the horizontal interface is located below the branch,
liquid may be entrained in the predominating gas flow through the
branch~onset of liquid-entrainment phenomenon!. On the other
hand, if the interface is located above the branch, gas can be
entrained by a vortex or vortex-free motion into predominantly
liquid flow through the branch~onset of gas-entrainment phenom-
enon!. Zuber developed simplified correlations for the onsets of
these phenomena in terms of pertinent system parameters and
branch orientation~top, bottom or side!. Later, detailed experi-
mental data and correlations were obtained for the onset of gas
and liquid entrainments, as well as the two-phase mass flow rates
and quality between the two onsets, during single discharge~with
or without main flow! through a single branch having different
orientations~e.g., Smoglie and Reimann@2#, Schrock et al.@3#,
Yonomoto and Tasaka@4,5#, Micaelli and Memponteil@6#, Parrott
et al. @7#, and Hassan et al.@8,9#!. As an example for the predic-
tion of the critical height at the onset of gas entrainment, for the
case of single discharge from a side branch, Smogile and Reimann
@2# experimentally developed the following correlation as a func-
tion of Froude number and branch diameter:

HOGE

d
50.681 Fr0.4,

where

Fr5
vd

Agd
Dr

r1

.

Parrott et al.@7# also experimentally investigated the onset of gas
entrainment during single discharge from a large, stratified two-
phase region. Using the least-square method, they developed the
following correlation between the critical height at the onset of
gas entrainment and the corresponding Froude number:

HOGE

d
50.425 Fr0.529

HOGE

d
<1.15,

HOGE

d
50.508 Fr0.435

HOGE

d
>1.15.

Recently, Hassan et al.@9# further investigated the single-side dis-
charge from a large, stratified two-phase region through small
branches and developed a similar correlation:

HOGE

d
50.57 Fr0.4.

The reported theoretical investigations published to date in this
area are essentially related to the prediction of the onset of liquid
entrainment during single or dual discharge from a large, stratified
region~e.g., Soliman and Sims@10#, Hassan et al.@11# and Maier
et al. @12#!. The objective of the present work is to extend these
theoretical investigations to the phenomenon of the onset of gas
entrainment, as the second step towards the theoretical prediction
of the mass flow rate and quality in the two-phase discharge re-
gion corresponding toHOGE>H>HOLE . Two models will be de-
veloped, a simplified point-sink model and a finite-branch model,
which will include a new criterion for the onset of gas entrain-
ment. The present analysis applies to any two immiscible fluids,
with the term ‘‘gas entrainment’’ referring to the appearance of the
lighter fluid in predominantly heavier-fluid flow through the
branch.
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2 Theoretical Analysis
The configuration considered in the present analysis is shown in

Fig. 1, and consists of stratified layers of two immiscible fluids,
with densitiesr1 and r2 , contained in a large reservoir, with
equilibrium of the interface being controlled by a balance of iner-
tia and gravity. In the present analysis, the surface tension is ig-
nored and the liquid flow is considered invicid, irrotational, in-
compressible, and quasi-steady. Therefore, the problem is
governed by a single physical parameter: the Froude number.
Quasi-steady-potential flow is assumed in the heavier fluid, while
the lighter fluid is considered stagnant.

2.1 The Criterion of the Onset of Gas Entrainment. Dur-
ing single discharge from a stratified two-phase region through a
side branch, if the interface level~H! well above the branch, the
branch will be flowing liquid only, and the interface will be flat.
As H is lowered and approachesHOGE, a ‘‘dimple’’ begins to
form in the interface. This dimple depression becomes more pro-
nounced and cone-like until the bottom of the cone suddenly ex-
tends to the branch; this is the onset of gas entrainment~Hassan
et al. @9#!. As H is reduced belowHOGE, the branch will be flow-
ing two-phase mixture. With decreasingH, the liquid stream to the
branch becomes thinner until the flow of liquid into the branch
ceases whenH5HOLE ; this is called the onset of liquid entrain-
ment. ForH,HOLE , the branch will be flowing gas only. The
objective of the present paper is to simulate the onset of gas en-
trainment phenomenon, as shown in Fig. 1. The criterion used in
for the prediction of the onset of gas entrainment is the equality
between the acceleration of the liquid above the branch and the
acceleration of gravity, at point B. Any further increase of liquid
acceleration at point B above the acceleration of gravity will cause
instability to the flow. This instability results in a catastrophic
change in the free surface shape, which quickly extends the
formed dip to the branch exit. This criterion is based on the study
made by Taylor@13# to determine the onset of instability of invis-
cid liquid surfaces accelerated vertically. Taylor stated that the
initial stability of the upper surface of a liquid would pass over
into instability if the liquid were given a downward acceleration
greater than that of gravity. Moreover, Taylor reported in his
analysis that the amplitude of a two-dimensional disturbance ac-
celerated downwards at accelerationa is given by

h

ho
5coshHA4ps~a2g!~r12r2!

la~r11r2! J ,

whereh/ho is the ratio of the amplitude of the disturbance at any
time to its initial value,l is the wavelength of the disturbance
amplitude,s is the downward distance of the moving surface,a is
the downward acceleration of the liquid surface, andg is the ac-

celeration of gravity. Based on this equation, it is clear that if the
accelerationa of the fluid surface is greater than the acceleration
of gravity g the fluid surface would be unstable. Lewis@14# also
investigated experimentally the instability of various liquids ac-
celerating vertically downward. The instability criterion observed
under a wide variety of experimental conditions has been ana-
lyzed, and good agreement between experiment and the theory of
Taylor, mentioned above, was found. Furthermore, Zhou and
Graebel@15# indicated that when the downward acceleration of
the center of the free surface exceeds the gravitational accelera-
tion, a dip appears in the free surface. Zhou and Graebel reported
that the dip formation was due to the instability of the free sur-
face, analogous to Rayleigh-Taylor instability.

2.2 Equilibrium of the Interface. In order to derive the
interfacial equation along each side of the interface, the Bernoulli
equation between point A and point B, shown in Fig. 1, can be
written as follows:

For the heavier fluid region:

pA1
1

2
r1vA

21r1gH5pB1
1

2
r1vB

21r1gh. (1)

SincevA is finite, Eq.~1! can be written as

pA1r1gH5pB1
1

2
r1vB

21r1gh. (2)

For the lighter, stagnant fluid region,

pA1r2gH5pB1r2gh. (3)

From Eqs.~2! and~3!, the velocity of the liquid at point B is given
as

vB
252g

Dr

r1
@H2h#. (4)

2.3 Point-Sink Analysis. In this analysis, the side branch
shown in Fig. 1 is simulated as a point-sink with strengthM,
where the relation between the strengthM and the mass flow rate
ṁ is given by

ṁ52prM .

The presence of the lighter, stationary fluid is ignored when de-
veloping the velocity field in the heavier fluid. Therefore, the flow
field is treated as a semi-infinite medium extending over2`<x
<`, 2`<y<`, and 0<z<`. The potential function of this
three-dimensional flow field is given by Schetz and Fuhs@16# as
follows:

Fig. 1 Geometry and the coordinate system
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F5
M

Ax21y21z2
. (5)

The criterion of the onset of gas entrainment is given by

@a#B5g (6)

where

@a#B52F]F

]y GF ]2F

]y2 G
B~x5z50,y5h!

,

(7)

]F

]y U
B~x5z50,y5h!

52
M

h2
,

]2F

]y2U
B~x5z50,y5h!

5
2M

h3
. (8)

Substituting Eqs.~7! and ~8! into ~6!, we get

h5S 2M2

g D 0.2

. (9)

From Eqs.~9! and ~4! with vB5]F/]yux5z50,y5h , the critical
height at the onset of gas entrainment could be determined as

HOGE

d
5Fr0.4F1

2 S Dr

r1
D 0.2

1
1

8 S r1

Dr D 0.8G . (10)

In the case of the lighter fluid having an infinitesimally small
density with respect to the heavier fluid’s density, Eq.~10! will
become

HOGE

d
50.625 Fr0.4. (11)

2.4 Finite-Branch Analysis. In the finite-branch analysis,
the heavier fluid is also considered to be incompressible, homog-
enous, and irrotational. Furthermore, the presence of the lighter,
stationary fluid is again ignored. As a result, the heavier fluid is
considered to be a semi-infinite medium extending over2`<x
<`, 2`<y<`, and 0<z<`. The flow is caused by the dis-
charge from a side branch, located aty5x5z50.0. The continu-
ity equation, in Cartesian coordinates, can be written in dimen-
sionless form as follows:

]Vx*

]x
1

]Vy*

]y
1

]Vz*

]z*
50.0, (12)

whereVx* , Vy* , and Vz* are the dimensionless velocity compo-
nent in thex* , y* , andz* directions, respectively. Introducing a
dimensionless scalar potential functionF* such that

Vx* 5
]F*

]x*
, Vy* 5

]F*

]y*
, and Vz* 5

]F*

]z*
. (13)

Therefore, Eq.~12! can be written as follows:

¹2F* 5
]2F*

]x* 2
1

]2F*

]y* 2
1

]2F*

]z* 2
50.0, (14)

with the following boundary conditions:
~i! At z* 50.0,

]F*

]z*
521 2A12y* 2<x* <1A12y* 2

21<y* <11

50.0 for other values ofx* and y* .

~ii ! At x* 50.0,

]F*

]x*
50.0 at all values ofy* and z* .

~iii ! At x* →6`, y* →6`, z* →1`, F* is finite, where

x* 5
x

r o
, y* 5

y

r o
, z* 5

z

r o
,

Vx* 5
Vx

Vd
, Vy* 5

Vy

Vd
, Vz* 5

Vz

Vd
, g* 5

gro

Vd
2

, ¹F* 5
¹F

Vd
.

The solution of Eq.~14!, subjected to the boundary conditions
given by~i!, ~ii !, and~iii !, could be obtained using the method of
separation of variables as follows:

By applying the boundary conditions~ii ! and~iii !, the following
equation was obtained:

F* ~x* ,y* ,z* !5E
0

`E
0

`

@A1~l,b!cos~by* !

1A2~l,b!sin~by* !#cos~lx* !e2z* ~Al21b2!

3dldb (15)

whereA1(l,b) andA2(l,b) are constants of integration and sat-
isfy the boundary condition~i!. To calculate the values of
A1(l,b) andA2(l,b), we first take the partial derivative of Eq.
~15! with respect toz* , while settingz* 50. We then apply the
boundary condition~i!, and using Fourier cosine and Fourier sine
transformations the final values ofA1(l,b) andA2(l,b) could be
defined as

A1~l,b!5
2

p2lAl21b2 F E
21

1

sin~lA12~y* 2!!cos~by* !dy* G ,

(16)

and

A2~l,b!5
2

p2lAl21b2 F E
21

1

sin~lA12~y* 2!!sin~by* !dy* G .

(17)

Therefore, the final form of the solution can be written as

F* ~x* ,y* ,z* !52E
0

`E
0

` cos~by* !cos~lx* !e2z* Al21b2

p2lAl21b2

3F E
21

1

sin~lA12y* 2!cos~by* !dy* Gdldb

12E
0

`E
0

` sin~by* !cos~lx* !e2z* Al21b2

Al21b2

3F E
21

1

sin~lA12y* 2!sin~by* !dy* Gdldb.

(18)

The criterion for the onset of gas entrainment in dimensionless
form is

@a* #B52F]F*

]y* GF ]2F*

]y* 2 G
~x* 5z* 50,y* 5h* !

5g* . (19)

The values of the first and second derivatives of the stream
function could be written in this form

]F*

]y* U
x* 5z* 50,y* 5h*

5I 1@h* # (20)

and
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]2F*

]y* 2U
x* 5z* 50,y* 5h*

5I 2@h* # (21)

where

I 1@h* #522E
0

`E
0

` cos~bh* !

p2lAl21b2

3F E
21

1

sin~lA12y* 2!cos~by* !dy* Gdldb

12E
0

`E
0

` sin~bh* !

Al21b2 F E
21

1

sin~lA12y* 2!

3sin~by* !dy* Gdldb (22)

I 2@h* #522E
0

`E
0

` cos~bh* !

p2lAl21b2

3F E
21

1

sin~lA12y* 2!cos~by* !dy* Gdldb

22E
0

`E
0

` sin~bh* !

Al21b2 F E
21

1

sin~lA12y* 2!

3sin~by* !dy* Gdldb. (23)

Substituting Eqs.~20! and ~21! into Eq. ~19! will give

I 1@h* #I 2@h* #52S 1

FrD
2S r1

2Dr D . (24)

Then the critical height at the onset of gas entrainment can be
written as

HOGE

d
5

h*

2
1

Fr2

2
$I 1@h* #%2. (25)

To calculate the critical height corresponding to the onset of gas
entrainment, knowing the value ofh* , the Froude number is first
calculated by solving Eq.~24!. The values ofI 1@h* # and I 2@h* #
are calculated using numerical integration techniques as indicated
by Stround@17# and Gradshteyn and Ryzhik@18#. Then, based on
the values ofh* and Fr, the critical height is determined using Eq.
~25!.

3 Results and Discussion
In the present section, comparisons between the predicted criti-

cal heights, using the point-sink and finite-branch analyses, at the
onset of gas entrainment during single discharge from a stratified
two-phase region were made for different values of Fr. The objec-
tive of this comparison is to determine at which range of Fr num-
ber the values ofHOGE/d are not influenced by the point-sink
assumption. Also, to better comprehend and provide a validation
for the present analysis, comparisons between the experimental
determinations ofHOGE/d, the available models in the literature,
and the present computed results using the point-sink and finite-
branch analyses will be provided in the following section. The
experimental data used for these comparisons were found by Has-
san et al.@9#, Parrott et al.@7#, and Smoglie and Reimann@2#.

Figure 2 shows the behavior ofHOGE/d as a function of Fr
number for both the finite-branch analysis and the point-sink
analysis. The deviation present between the finite-branch and
point-sink analyses is considerable when Fr,1, only to decrease
in importance as the Fr number approaches 10, where it may be
considered negligible beyond this point, and the prediction of the
two models are identical. It is clear from Fig. 2 that the results of
the finite-branch analysis converge to the physically appropriate
limit of HOGE/d50.5 when Fr50. Figure 3 shows the deviation
of the point-sink analysis~PSA! from the finite-branch analysis
~FBA!, whereHPSA refers to the value of (HOGE/d) calculated
from Eq. ~10!, andHFBA refers to the value of (HOGE/d) calcu-
lated from Eq.~25!. The magnitude of this deviation is about 80%
at Fr50.01, 15% at Fr51.0 and 3% at Fr510.0. When Froude
number approaches zero the deviation is 100%, sinceHPSA ap-
proaches zero, based on Eq.~10!, andHFBA approaches the physi-
cal limits of d/2. Beyond Fr510, which corresponds toHOGE/d
51.5, the error in using the point-sink analysis is negligible.

Fig. 2 Predictions of HOGE Õd with Fr
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Figure 4 shows the behavior of the ratioh/HOGE and its corre-
sponding Fr number. As illustrated, the results of the finite-branch
analysis approach the physically appropriate limit ofh/HOGE
51.0 as the Froude number approaches zero. With increasing
Froude number, the value ofh/HOGE converges to approximately
0.83, which also is very close to the constant value predicted by
the point-sink analysis~50.80!.

A comparison between the present theoretical results, found
using the point-sink and finite-branch analyses, and the experi-
mental data found by Parrott et al.@7# and Hassan et al.@9# is
shown in Fig. 5. The experimental data here were generated dur-
ing single discharge through a 6.35 mm inner-diameter branch
located on the sidewall of a large reservoir under stratified~air-
water! conditions and different pressures ranging from 316 to 517
kPa. Despite the need for experimental data at lower Froude num-
bers ~Fr,1!, good agreement may be observed between the ex-
perimental data given and the point-sink and finite-branch analy-
ses atF.1. Figure 6 quantifies the comparison between the

experimental data in Fig. 5 obtained by Parrott et al.@7# and Has-
san et al.@9# with the present analyses. At larger Froude numbers
~.10!, the deviation between the values of the critical height at
the onset of gas entrainment found using the point-sink and finite-
branch analyses, and the data given by Parrott et al.@7# is less
than 2.5%. The finite-branch analysis predicts the data trend of
Parrott et al.@7# very well over the whole range of Froude num-
bers. The experimental values found by Hassan et al.@9# are
shown to be underpredicted by the two analyses by approximately
10%. It should be mentioned here that Parrott et al.@7# added the
meniscus height~estimated to be 3.3 mm! to their values of the
critical heights, while Hassan et al.@9# did not.

Figure 7 also demonstrates another comparison between the
present theoretical results, found using the finite-branch and point-
sink analyses, and the experimental results found by Smoglie and
Reimann@2#, for single discharge from a stratified region through
a circular branch. Smoglie and Reimann performed their experi-
ments using stratified air-water at 200 to 500 kPa in a horizontal

Fig. 3 Percentage deviation from the finite-branch analysis

Fig. 4 Variations of h ÕHOGE with Fr
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pipe ~20.6 cm in diameter! with different branch sizes (d56, 8,
12, and 20 mm!. The branch was simulated by pipe stubs~0.055 m
in length! with sharp-edged entrances and the flow through the
branch was controlled by a throttle valve. The onsets on entrain-
ment were detected by the noise in the differential pressure signals
across the branch. Once again, as shown in Fig. 7, the present
analyses are proven to be in good agreement with the experimen-
tal data provided by Smoglie and Reimann@2#.

The ability of the finite-branch model and the other available
models in predicting the experimental data ofHOGE is shown in
Fig. 8. The vertical axis of Fig. 8 is the critical Froude number,
Fr* (5Q/4pAgH5), whereQ is the volumetric flow rate, and the
horizontal axis is 4Q/pAgd5. These coordinates were used here
to facilitate the comparisons with the available models, which
give their results as functions of Fr* . As shown in the figure, the
present finite-branch model was able to predict the data trend

fairly well, particularly at low values of 4Q/pAgd5. The models
of Lubin and Springer@19#, Zhou and Graebel@15#, Miloh and
Tyvand @20# and Xue and Yue@21#, as well as the present point-
sink analysis give a constant value of Fr* and fail to predict the
correct trend of the data at low values of 4Q/pAgd5. In all of
these models, the branch was simulated as a point sink and the
potential flow theory was used, with different numerical and ana-
lytical techniques. Xue and Yue@21# used the mixed-Eulerian-
Lagrangian boundary integral equation scheme in modeling the
three-dimensional flow field of a sidewall submerged point-sink;
the critical Froude number obtained out of this analysis is 0.193.
This value is almost in agreement with the value obtained by the
present point-sink analysis, which is about 0.202. Miloh and Ty-
vand@20# found that the critical Froude number Fr* is 0.258 using
small time perturbation analysis and a bottom-oriented point-sink
geometry. Lubin and Springer@19# first studied the problem ex-

Fig. 6 Percent deviation from the point-sink model

Fig. 5 Comparison between the present analysis and experimental data by Hassan
et al. †9‡ and Parrott et al. †7‡
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perimentally using also a bottom-oriented point-sink, based on
their observations, performed a simple analysis using the Ber-
noulli equation, which enabled them to find the critical Froude
number Fr* corresponding to the onset of gas entrainment, which
was 0.202. Once again the present finite-branch model, where the
finite branch size was accounted, proves to be more accurate in
predicting the experimental data over the whole range of
4Q/pAgd5 number.

It should be noted here that the experimental data is restricted
in the sense that only data at higher Froude numbers~Fr.1! is
available. Thus, it is difficult to deduce the effect of neglecting the
viscous force and surface tension in the present analyses. Since
these forces are expected to have an influence on the results of
HOGE/d at low values of Fr number~Fr,1!; at higher values of Fr

number the inertia forces are dominant and the effect of viscous
force and surface tension may be neglected. Future experimental
measurements of the critical heights at low values of Froude num-
bers would greatly help model validations.

4 Conclusions
The onset of gas entrainment during single discharge from a

stratified two-phase region through a side branch was theoretically
investigated. A new criterion for the onset of gas entrainment was
developed based on the onset of instability of vertically acceler-
ated fluids. Based on this criterion a simplified point-sink analysis
and a three-dimensional finite-branch analysis were developed in
order to predict the critical heights at the onset of gas entrainment.

Fig. 7 Comparison between the present analysis and experimental data by
Smoglie and Reimann †2‡

Fig. 8 Comparison between measured and predicted values of different models
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The results of the predicted critical height at the onset of gas
entrainment demonstrated that the finite-branch model is to be
recommended at lower Froude numbers~Fr,10!, as the model
approaches the physical limits in this range. At higher Froude
numbers, no noticeable deviation occurred to the predicted critical
heights of both models. The critical heights were found to be a
function of the Froude number and the density ratio of interfacing
fluids, provided that the assumption of negligible viscous and sur-
face tension forces are valid at low values of Fr number~Fr,1!.
Finally, the following modeling efforts are to be considered, the
model may include the effect of wall inclination, to simulate dif-
ferent geometries~i.e., side, inclined, and bottom branches!. As
well as, experimental measurements of critical heights at low val-
ues of Froude numbers would greatly help model validations.

Nomenclature

a 5 downward acceleration of fluid surface,
~m/s2!

a* 5 dimensionless downward acceleration of
fluid surface,@aro /Vd

2#
d 5 branch diameter,~m!

Fr 5 Froude number
g 5 gravitational acceleration,~m/s2!

g* 5 dimensionless gravitational acceleration,
@gro /Vd

2#
HOGE 5 critical height corresponding to the onset

of gas entrainment,~m!
HOLE 5 critical height corresponding to the onset

of liquid entrainment,~m!
HOGE,PSA 5 critical height corresponding to the onset

of gas entrainment, obtained by the
point-sink analysis,~m!

h 5 distance above the branch hole, as de-
fined in Fig. 1,~m!

h* 5 dimensionless height, (h/r o)
I 1@h* #, andI 2@h* # 5 arbitrary functions defined by Eqs.~22!

and ~23!
M 5 strength of point-sink,~m3/s!
ṁ 5 mass flow rate,~kg/s!

P1 5 static pressure of the interface from the
side of heavier fluid,~N/m2!

P2 5 static pressure of the interface from the
side of lighter fluid,~N/m2!

r o 5 branch radius,~m!
Vx , Vy , Vz 5 velocity components inx, y, and

z-directions,~m/s!
Vx* , Vy* , Vz* 5 dimensionless velocity components in

x* , y* , andz* -directions,
(Vx /Vd ,Vy /Vd ,Vz /Vd)

Vd 5 discharge velocity of the branch
x, y, z 5 Cartesian coordinate system as defined

in Fig. 1
x* , y* , z* 5 dimensionless variables,

(x/r o ,y/r o ,z/r o)

Greek Letters

r1 5 density of heavier fluid,~kg/m3!
r2 5 density of lighter fluid,~kg/m3!

Dr 5 density difference between two fluids, (r12r2),
~kg/m3!

l, b 5 constants
F 5 potential function,~m3/s!

F* 5 dimensionless potential function, (F/Vdr o
2)
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Air Entrainment Processes in a
Circular Plunging Jet:
Void-Fraction and Acoustic
Measurements
Circular plunging jets were studied by both void fraction and acoustic techniques. There
were two aims: to measure the structure of the jet flow and its regimes as a function of jet
speed and free-jet length; and to develop and validate the acoustic measurement tech-
nique in the developing flow. Void fractions and bubble count rates were measured in the
developing shear layer of a large-size plunging jet~d1525 mm!. The data compared well
with a solution of an advective diffusion equation and showed an increased air entrain-
ment rate with increasing free-jet length for x1 /d1<12. The acoustic data were processed
by a novel technique to extract both bubble count and bubble size data. Three plunging jet
flow regimes were noted. Near inception, acoustic pulses are isolated and indicate indi-
vidual bubble entrainment as observable visually. Above a characteristic jet velocity, the
number of the bubble pulses increases sharply although bubbles are still produced inter-
mittently. At higher velocities, bubble production becomes quasi-continuous. The study
suggests that an acoustic technique calibrated through detailed laboratory measurements
can provide useful, absolute data in high-void fraction flows. The robust acoustic sensor
can then be used in hostile industrial or environmental flows where more delicate instru-
ments are impractical.@DOI: 10.1115/1.1595672#

Introduction
Plunging jet entrainment is a highly efficient mechanism for

producing large gas-liquid interfacial areas. Applications include
minerals-processing flotation cells, waste-water treatment, oxy-
genation of mammalian-cell bioreactors, riverine re-oxygenation
weirs and the understanding of plunging ocean breakers,@1–3#.
While detailed air-water flow measurements were conducted in a
two-dimensional plunging jet,@4–6#, most studies of air entrain-
ment processes at circular plunging jets have been qualitative
~Table 1,@2,7,8#!. It is understood that plunging jet entrainment
takes place when the jet impact velocity exceeds a critical veloc-
ity, @9,10#. For larger jet velocities, the developing region of
plunging jet flow is subjected to strong interactions between the
entrained air bubbles and the momentum transfer mechanism,
@11#.

While intrusive probe measurements~e.g., conductivity and op-
tical probes that pierce the bubble! give local flow properties in-
cluding void fraction and bubble count rate, the acoustic technique
may provide useful information on the bubble size distribution,
the onset of bubble entrainment and the entrainment regime.
Bubbles generate sounds upon formation and deformation,
@12,13#, that are responsible for most of the noise created by a
plunging jet. Most underwater acoustic sensors are made from
robust piezoelectric crystals and a key advantage is their robust-
ness for use in the field and in hostile environments.

This study is based upon a comparison of conductivity probe
and acoustic measurements in the developing flow region of a
large plunging jet system. Although the present acoustic technique
was originally calibrated against precision laboratory photographs
of rapidly produced bubbles,@14#, comparisons with intrusive
measurement techniques are limited. Furthermore, there are seri-
ous questions in interpreting acoustic signals when void fractions

are high or bubbles form a fine cloud,@15#. The present work
takes further steps towards an acoustic signature technique for
characterizing the performance of a bubbly flow system with large
void fractions in which both acoustics and intrusive properties of
a bubbly shear flow are accurately documented.

Experimental Apparatus and Methods
The experimental apparatus~Fig. 1! consisted of a fresh water

circular jet issuing from a 0.025 m diameter nozzle. The receiving
channel was 0.3 m wide and 1.8 m deep with glass side walls 10
mm thick. The nozzle was made of aluminum with a 1/2.16 con-
traction ratio designed with an elliptical profile. Upstream of the
nozzle, water was supplied by a straight circular pipe~0.054 m
internal diameter, 3.5 m long!. The jet and pipe were vertical to
within 60.5 deg. The water supply~Brisbane tap water! was pro-
vided by a constant-head tank with a water level about 12.9 m
above the nozzle. The apparatus provided nozzle velocities be-
tween 0.3 and 7 m/s. Further information were presented by Ma-
nasseh and Chanson@16#.

Instrumentation. The discharge was measured with an ori-
fice meter ~British Standards design! calibrated on-site with a
volume-per-time technique. The error on the discharge measure-
ment was less than 1%.

All measurements were taken on the jet diameter through the
centerline. The displacement of the probes in the flow direction
and in the direction normal to the jet centerline was controlled by
fine adjustment travelling mechanisms and measured with two
Lucas Schaevitz Magnarules Plus MRU-012 and MRU-036. The
error in the probe position was less than 0.1 mm in each direction.

In the free-falling jet, clear water jet velocities and turbulent
velocity fluctuations were measured using a Prandtl-Pitot tube~di-
ameter 3.3 mm! and a conical hot-film probe system. The Prandtl-
Pitot tube was connected to a Validyne pressure transducer
scanned at 500 Hz. The miniature hot-film probe~Dantec 55R42,
0.3 mm size! was scanned at 40 kHz. It was initially calibrated
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with the Pitot tube data and the velocity distribution was checked
with the measured flow rate~within 2%! for jet velocities ranging
from 1 to 5 m/s.

A single-tip resistivity probe~inner electrode 0.35 mm and
outer electrode 1.42 mm! was used to measure void fraction and
bubble count rates in the plunging jet flow. The probe was excited
by an air bubble detector~Ref. AS25240! with a response time
less than 10ms. Measurements were recorded with a scan rate of
5 kHz for 180 s.

Underwater acoustics were measured with a hydrophone~Brüel
and Kjær type 8103! connected to a charge amplifier~Brüel and
Kjær type 2635!. The hydrophone was located atr /d150.5 and
x2x150.02 m for most experiments~Table 1, column 7!, wherer
is the radial distance measured from the jet centerline,d1 is the jet
diameter at impact,x is the longitudinal distance, andx1 is the
free jet length~Fig. 1~a!!. A digital audio tape~DAT! recorder
~Sony TCD-D7! digitized the signal at 44.1 kHz, implying an alias
frequency of about 22 kHz. The range of jet conditions caused a
difference in acoustic signal power of up to 20 dB~a factor of 10
in amplitude! between experiments. Since all data recorded on
tape should have similar magnitudes to avoid distortion or loss of
dynamic range, the charge amplification was set for each experi-
ment to deliver optimal recorded quality and corrected for during
the signal processing. DAT recordings were processed with a

HP35670A dynamic signal analyzer. Fast Fourier transforms
~FFTs! were taken. Each experimental dataset was subsampled
into 500 sets 15.6 ms long to give a frequency span of 0–25.6
kHz. The data were also processed by a bubble-acoustic software
StreamTone,@17#.

Experimental Errors. The error on the void fractionC was
estimated asDC/C;3% for C>5% and DC/C;0.5%/C for
C<5%. The minimum detectable bubble chord length is about
0.3 mm with the resistivity probe and also with the acoustic analy-
sis. The accuracy of clear-water velocityV was aboutDV/V
51%. For the acoustic data, 95% confidence limits were calcu-
lated for the averaged spectrum for each run. At low speeds (V1
,2.5 m/s whereV1 is the jet velocity at impact!, the acoustic
signal was very intermittent. Although the representativity of
these runs could not be checked, their averaged spectrum ap-
peared statistically stationary within 500 samples. At higher
speeds, statistical stationarity was easily obtained within 500
samples, while the StreamTone software gave an error in repeat-
ability of less than 1% on bubble size, which was less than the
95% statistical confidence interval on the mean.

Experimental Flow Conditions. The flow conditions are
summarized in Table 1, showing the flow rateQw , the free-jet

Table 1 Experimental flow conditions of circular vertical plunging jets. x 1 : longitudinal distance between the nozzle and the
free-surface pool; Tu 1 : jet turbulence intensity at impact; Tu o : turbulent intensity measured at jet nozzle; „—…: information not
available; N Õa: not applicable.

Ref.
~1!

Run
~2!

x1
m
~3!

V1
m/s
~4!

d1
m
~5!

Tu1
~6!

Comments
~7!

Lin and
Donelly @40#

0.020 0.8 to 2.04 0.002 to
0.008

— Liquids: water, oil, glycol

Ervine et al.@9# up to 5 0.8 to 9 — — do50.006 to 0.025 m.Tuo50.3 to 8%
McKeogh and
Ervine @29#

— 2.5 to 3.3 0.009 — Fig. 6 (Tuo55%), Fig. 8 (Tuo51%) &
Fig. 9 (Tuo51%)

Van de Donk
@41#

0.20 4.47 to 10.2 0.0057 — Fig. 3.22 and 3.23

Detsch and
Sharma@28#

— 1 to 7 — — do50.0015 to 0.002 m. Liquids; water,
salt water, ethanol, ethylene glycol
solutions

Bonetto and
Lahey @27#

0.01
and
0.03

5.3 to 7.9 0.0051 — Figs. 11, 13, and 16

Elhammoumi
@21#

0.29 3.1 and 3.7 0.0073
& 0.012

— Tuo50.0001 to 0.0028%

Present study do50.025 m. Tap water~s50.055 N/m!.
BM013 0.005 0.52 0.0224 0.012 Onset of air bubble entrainment
BM08 0.023 0.87 0.0200 0.0098 Onset of air bubble entrainment
BM09a 0.10 1.58 0.0171 0.0047 Onset of air bubble entrainment
BM09b 0.20 2.10 0.0145 0.004 Onset of air bubble entrainment
BM03 0.02 1.27 to 5.85 N/a N/a Observations of bubble penetration depth
BM01 0.1 1.68 to 5.01 N/a N/a Observations of bubble penetration depth
BM04 0.2 2.24 to 5.85 N/a N/a Observations of bubble penetration depth
RM3 0.005 0.94 to 5.0 N/a N/a Acoustic measurements. Hydrophone

location: r /d150.5 & 1.5,x2x150.02 &
0.05 m.

RM1 0.02 5.0 — 0.0035 Acoustic measurements. Hydrophone
location: r /d150.5 & 1.5,x2x150.02 &
0.05 m.

RM12 0.1 1.69 to 4.32 N/a N/a Acoustic measurements. Hydrophone
location: r /d150.5, x2x150.02 m.

RM20 0.3 4.57 to 4.75 N/a N/a Acoustic measurements. Hydrophone
location: r /d150.5, x2x150.02 m.

BM31I1 0.005 3.1 0.0249 0.0034 Resistivity probe measurements
BM4I1 0.005 3.9 0.0250 0.0034
BM44I1 0.005 4.4 0.0250 0.0031
BM5I1 0.005 4.96 0.0250 0.0032
BM5I2 0.02 4.99 0.0249 0.0035
BM35I1 0.1 3.5 0.0239 0.0039
BM4I2 0.1 4.1 0.0242 0.0046
BM44I2 0.1 4.4 0.0243 0.0095

JV5 0.1 5 0.02455 0.0095
JV6 0.1 6 0.0247 —

BM5I3 0.2 4.986323 0.0240 0.0079
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length x1 , the impact flow velocityV1 , and diameterd1 . For
each test, the water jet was extremely smooth and transparent. No
air entrainment was visible upstream of the impingement point.
Velocity and velocity fluctuation distributions, performed 5 mm
downstream of the jet nozzle, were uniform for nozzle velocities
ranging from 0.5 to 5 m/s. In the present study, the free-jet lengths
ranged from 0.005 up to 0.3 m, and the impingement velocities
were between 0.5 and 6 m/s.

The turbulence intensity of the water jet core was measured on
the centerline at the impingement point. The data suggest that the
turbulence level decreased with increasing jet speed for a given jet
length ~Table 1, column 6!. For a constant plunge velocity, the
turbulence increased gradually with the free-jet length for 0.2
<x1 /d1<8.

Physical Modeling and Scale Effects. In a physical model,
the flow conditions are said to be similar to those in the prototype
if the model displays similarity of form, similarity of motion, and
similarity of forces. Dynamic similarity of plunging jet flows is,
however, complex because of a variety of factors such as flow
aeration, interactions between entrained bubbles and developing
mixing layer, and others. In a geometrically similar model, true
dynamic similarity is achieved only and only if each dimension-
less parameter~or P-terms! has the same value in both model and
prototype. For example, for small facilities, bubble entrainment is
strongly dependent on the scale of the experiment,@2,18,19#. For
civil and environmental engineering applications, the latter recom-

mended the use of model scales ranging from 10/1 to 1/10 to
avoid significant scale effects,@2#. Conversely experimental re-
sults obtained in a large size facility cannot be down-scaled. In the
context of this study, a large-size plunging jet facility (d1
525 mm, pool depth: 1.8 m! was used to minimize scale effects
when the results are upscaled to larger industrial facilities.

Air Bubble Entrainment Regimes
In a plunging jet, air bubbles start to be entrained when the jet

impact speedV1 exceeds a critical value. McKeogh@20# showed
that the inception speed decreases with increasing jet turbulence
for a given jet configuration.

In the present study, inception of bubble entrainment is defined
as the threshold at which one bubble is entrained during a
3-minute period. Results are presented in Tables 1 and 2. Air
bubble entrainment was detected visually and photographically
for V1 between 0.55 and 2.1 m/s while acoustic measurements
were made up to 5.0 m/s. The data show that the inception veloc-
ity increases with increasing free-jet heightx1 which corresponds
to a decrease in jet turbulence intensity~Table 1!. The result is
consistent with previous observations,@9,10,21#, although it does
not follow a conceptual model of increased free-jet surface rough-
ness,@22,23#.

For V1.0.7 m/s, visual and photographic observations suggest
three entrainment regimes, summarized in Table 2. In Regime I
~i.e., for impact speeds slightly greater than the inception speed!,

Fig. 1 Vertical circular plunging jet apparatus. „a… Sketch of the apparatus, „b… high-speed photograph
for V1Ä3.3 mÕs, x 1Ä0.1 m.
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fine individual bubbles are irregularly entrapped. The time interval
between successive entrapment events may reach up to few min-
utes, as previously observed by Cummings and Chanson@10# for
a plane jet. The entrapment process is distinctly audible using the
hydrophone. Although some bubble trajectories are vertical, most
entrained bubbles tend to follow a slightly helicoidal trajectory,
consistent with previous studies,@24–26#. Note that void fraction
measurements were inaccurate in Regime I because the void frac-
tion was less than 0.1%.

With an impact speed of about 1.0 m/s forx155 mm, an un-
stable air cavity starts to develop at one point along the impinge-
ment perimeter~Regime II!. The air cavity position changes with
time in an apparently random manner. Larger air packets are en-
trained below the air cavity with the stretching and breakup of the
cavity tip.

At larger speeds~above aboutV153.5 to 5 m/s for x1

55 mm), the air cavity develops all around the perimeter and
most air is entrained by elongation, stretching and breakup of the
ventilated cavity~Regime III!. Bonetto and Lahey@27#, Cum-
mings and Chanson@4#, and Chanson and Brattberg@11# elabo-
rated on this regime. Visually most entrained air bubbles/packets
tend to follow a somewhat helicoidal trajectory. The rotation di-
rection fluctuates irregularly at a low frequency~less than 0.5 Hz!.
Similar bubble trajectory rotation fluctuations were studied in de-
tail by Yoshida et al.@25#. Furthermore, the direction seems re-
lated to the rotation sense of the free-surface vortex. Detsch and
Sharma@28# reported a similar effect. Regime III is common in
industrial processes.

Fig. 2 Dimensionless distributions of void-fraction and bubble count. Dashed
line is solution of Eq. „1…. Tu 1 is turbulence intensity based on longitudinal veloc-
ity fluctuations at jet impact. (a) Jet height, x 1Ä20 mm, jet velocity V1Ä5.0 mÕs,
Tu 1Ä0.35%. (b) Jet height x 1Ä100 mm, jet velocity V1Ä3.5 mÕs, Tu 1Ä0.39%.

Table 2 Characteristic jet impact velocity V1 „mÕs… for the tran-
sitions between three entrainment regimes

x1 (m)
~1!

Inception
~2!

V1 (m/s)
RI–RII

~3!
RII–RIII

~4!

0.005 0.52 1.0 3.5–5
0.023 0.87 — —
0.10 1.58 1.7 2.5
0.20 2.10 — —
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Spatial Distributions of Void Fraction and Bubble
Count Rate

Void-fraction measurements show the advective dispersion of
the entrained air bubbles in the developing flow region. Void frac-
tion and bubble count rate data are presented in Fig. 2, for two
impact flow velocities (V155.0 and 3.5 ms! and free-jet lengths
(x150.02 and 0.1 m, respectively!. Results for other velocities
and free-jet lengths show similar curves and can be found in Ma-
nasseh and Chanson@16#.

The distributions of void fraction are consistent with the earlier
studies by McKeogh and Ervine@29# and Bonetto and Lahey@27#
with 9 mm and 5.1 mm circular jets, respectively. The data com-
pare favorably with a simple analytical solution of the advective
diffusion solution,

C5
Qair

Qw

1

8D#X
expS 2

R211

8D#X
D I oS R

4D#X
D , (1)

whereQair is the quantity of entrained air,Qw is the water jet flow
rate,D#52 Dt /(V1d1), Dt is the advective diffusion coefficient,
X5(x2x1)/d1 , R52 r /d1 , x is the distance along the flow di-
rection measured from the jet nozzle,r is the radial distance from
the jet centerline, andI o is the modified Bessel function of the first
kind of order zero,@2#. For each run, the values ofQair /Qw and
D# were determined from the best fit of the data to Eq.~1!. Note

that the data were best fitted by assumingR52 (r 1dr )/d1 where
dr .0 increases with increasing distancex for a given experiment.
For very low entrainments rates~e.g., Fig. 6~a!!, void fraction
distributions exhibited some dissymmetry which might be attrib-
uted to a feedback mechanism between the probe and developing
vortices. It is hypothesized that the probe support interfered with
the developing shear region, preventing the development of heli-
coidal vortical structures. In turn air entrapment was affected and
found to be lesser on one side or another.

Bubble count rates were also measured at each point. Typical
distributions are shown in Fig. 2. For a given void fraction and
velocity, the bubble count rate is inversely proportional to the
bubble diameter and proportional to the specific interfacial area,
@30,31#. It provides additional information on the bubbly flow
structure.

In the developing flow region, the void fraction distribution
exhibits a peak (C5Cmax) at r 5r Cmax

at a given cross section~x
constant!. The distributions of bubble count rateF also show a
maximum (F5Fmax) in the developing flow region, but atr
5r Fmax

, wherer Cmax
and r Fmax

are significantly different. For (x
2x1)/d1,8 and all jet lengths, the bubble count peak was con-
sistently on the inside of the void-fraction peak: i.e.,r Fmax

,rCmax
. The result is consistent with the observations of Brattberg

and Chanson@6# for a plane jet.

Fig. 2 „continued …
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Figure 3 illustrates the effect of the free-jet lengthx1 on the
maximum void fraction and bubble count. The data were recorded
for an identical impact velocityV1 at several vertical depths. The
results show that the air entrainment rate increases with increasing
jet length. It is proposed that short jet lengths~e.g.,x1 /d1,0.2 to
0.8! prohibit the development of large vortical structures with
scale comparable to the jet diameter, hence preventing the devel-
opment of free-jet turbulence favorable to bubble entrainment at
the plunge point. For long free-jets, Van de Sande and Smith@32#
suggested that interfacial aeration of the free-jet may contribute
significantly to an increase in air entrapment. During the present
study, the free-jet was visually transparent forx1 /d1,40 and all
investigated jet velocities.

Although the maximum void fraction and count rate become
small for (x2x1)/d1.5 to 7 ~Fig. 3!, individual bubbles were
seen at much greater depths~Fig. 1~b!!. Millimetric bubbles were
seen at depths of (x2x1)/d1530 to 75 for free-jet lengthsx1
increasing from 5 to 200 mm, respectively. For the longest jet
length, the observation was close to the results of Clanet and
Lasheras@33#. However, fine bubbles~sizes less than 0.5 to 1 mm!
were consistently observed at deeper depths for impact velocities
greater than the onset velocity. Visual observations showed that
tiny bubbles could be trapped in large vortical structures for sev-
eral minutes, before being ejected to another vortical structure or
toward the free surface. Some bubbles could stay near the flume
bottom more than five minutes.

Acoustic Analysis of Entrainment Regimes

Acoustic Spectrum and Bubble Size Measurements.The
acoustic data were analyzed following principles detailed else-
where,@13,17#. Two techniques were used: a continuous, spectral
analysis following Pandit et al.@34#, and a discrete, pulse-wise
analysis following the ‘‘first-period’’ method of Manasseh et al.
@17#. The spectral analysis utilizes all bands of the signal, offering
an overall ‘‘signature’’ of the system. However, the conversion to
bubble-size spectra relies on a questionable assumption: that
bubbles of different sizes are perturbed to the same proportional
extent. The pulse-wise analysis can give greater accuracy on the
true bubble frequencies, and offers the benefit of bubble count-
rates, giving the Sauter-mean diameter of practical interest. How-
ever, in correcting the pulse-wise distributions to account for the
greater amplitude of large bubbles, exactly the same questionable

Fig. 4 Acoustic spectra, jet height x 1Ä5 mm after †16‡

Fig. 5 Bubble-size spectra, jet height x 1Ä5 mm after †16‡

Fig. 3 Effect of the free jet length on the maximum void-
fraction and bubble count. „a… Maximum void fraction, „b… maxi-
mum dimensionless bubble count.
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assumption on bubble excitation must be made. Both techniques
also assume the bubble do not interact acoustically. Aspects of the
techniques relevant to the present study are detailed in the Appen-
dix.

Typical acoustic spectra are shown in Fig. 4 for the same geo-
metric conditions (x150.005 m, x2x150.020 m, d150.025 m)
as in Fig. 6~a!, and for several jet velocities. Each spectrum was
normalized to its integral. Since different amplifications were used
for some experiments, the normalized spectra were shifted in the
vertical to account for the amplification used during each experi-
ment, ensuring that comparisons between experiments with differ-
ent amplifications were valid.

In Fig. 4, the ordinate is a logarithmic scale and fine lines
bracketing the central lines indicate the bounds of 95% statistical
confidence intervals. High-velocity experiments exhibit higher
acoustic energy, illustrating a louder underwater noise. Each spec-
trum shows a minimum in energy at roughly 400 Hz, indicating
that low-frequency noise probably due to background turbulence
is below 400 Hz. In Regime II~e.g., V152.32 m/s), individual
bubble signals were very clear to the ear~in other words, a time
series of the sound would show a series of clearly separated
pulses!; and a broad peak was centered aroundf 53.6 kHz. Such
a frequency corresponds to bubbles around 1.8 mm in diameter
~Appendix Eq.~4!!. With increasing jet speed, the frequency peak

Fig. 6 Void-fraction, bubble count, and detailed bubble size spectrum, jet
height x 1Ä5 mm, speed V1Ä3.9 mÕs. Dashed line in „a… is solution of Eq. „1….
Tu 1 is turbulence intensity based on longitudinal velocity fluctuations; „b…
after †16‡.
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shifted to lower frequencies. For the highest jet speed in Regime
III, ~i.e., V154.4 m/s, Fig. 4!, the peak was at aboutf
51.7 kHz, corresponding to bubbles about 3.8 mm in diameter.
Since all peak frequencies were greater than the low-frequency
noise found below 400 Hz, no high-pass filtering was required.

The bubble-size spectra may be derived from the acoustic spec-
tra. Figure 5 presents the bubble-size spectra for the acoustic data
shown in Fig. 4.~Figure 6~b! shows one of the curves of Fig. 5,
for V153.9 m/s, in better detail.! A major difference is the large
number of bubbles in Regime III (V154.4 m/s). For all acoustic
experiments, the bubble-size spectra show a distinctive peak in the
production of bubbles around 1 mm in diameter. Chord-length
data for related two-dimensional flows showed also a peak around
1 mm, @5#. The aliasing frequency of the equipment of 22 kHz
implies a cutoff to bubbles below 0.3 mm in diameter. Since the
peaks in Fig. 4 fall off well before 0.3 mm, it is believed that they
are genuine peaks subject only to the uncertainties of the assump-
tions in the analysis.

In Fig. 5, there is a second peak around 2.0 mm diameter for the
larger-velocity data~i.e., V154.4 and 3.9 m/s!, while there is a
smaller but significant third peak at about 1.6 mm in theV1
54.4 m/s data. The corresponding ratio 2.0/1.6 is about the cube
root of two. It could be inferred that, in Regime III, pairs of 1.6
mm bubbles are coalescing to form 2.0 mm bubbles, or alterna-
tively that 2.0 mm bubbles are breaking up,@10,35#. However
Cummings and Chanson@35# never observed bubble coalescence
for x2x1,0.2 m in a planar plunging jet. Both video and still
photographs highlighted breakage only. Figure 6 shows acoustic
and void-fraction data for one experiment: that is,V153.9 m/s
~Regime III!. The resistivity probe data are shown in Fig. 6~a!
while acoustic data are shown with 95% statistical confidence
intervals in Fig. 6~b!.

The spectral method of measuring bubble size has a number of
disadvantages,@17#. Among these is the absence of data on bubble
counts, readily provided by the resistivity probe. A quantity of
practical interest to chemical engineers is the Sauter mean diam-
eter:

D325
( i 51

n Di
3

( i 51
n Di

2
(2)

whereDi is the diameter of a bubble andn is the total number of
bubbles detected. In industry,D32 has traditionally been calculated
by sampling individual bubbles and measuring them optically. A
technique based on measurements of individual bubbles, rather
than overall spectra, would be compatible with industrial experi-
ence, since it would enable the Sauter-mean diameter to be calcu-
lated and compared with optical measurements where those are
available. Manasseh et al.@17# proposed an alternative ‘‘first-
period’’ method providing the distribution of bubble sizes based
on the identification of individual bubble pulses. The data can be
used to infer bubble count rates and the Sauter mean diameter as
well as a size distribution~Appendix!.

The acoustic bubble count rate was calibrated based upon the
count rates measured by the resistivity probe for identical flow
conditions. The similar cutoff bubble size of 0.3 mm may help to
match the two techniques. A typical distribution is shown in Fig.
7; its features are reproducible in multiple samples of data from
the same settings. The trigger levels were scaled by the amplifi-
cation used during each experiment. The location of the peaks in
the corrected distributions~e.g., Fig. 7! are consistent with the
frequency spectra~e.g., Fig. 6!. ~The distribution cuts off below
0.5 mm and above 3.3 mm owing to the windowing process by
which the pulses were processed.! Figure 7, however, provides
more details which may stem from the greater accuracy of the
first-period method,@14#. The peak around 1 mm is in fact a
double peak with subpeaks at 0.80 and 1.04 mm. Since the ratio of

these sizes is close to the cube root of two, there may be a ten-
dency for the 1.04 mm bubbles to split into two equal daughter
bubbles,@10,35#.

The variations of bubble count rateF, mean corrected bubble
size D1 , and Sauter mean diameterD32 are shown in Fig. 8 as
functions of the jet velocity at impact. Each acoustic data point is
based on the analysis of four minutes of data. The vertical error
bars represent 95% statistical confidence intervals on the acoustic
measurement. The bubble count rate data highlight the transition
from Regime II to Regime III, with a sudden increase in bubble
production~i.e., bubble count rate! at aroundV152.5 m/s. This is
heard as a change from individual ‘‘plinking’’ sounds to a ‘‘rush-
ing’’ sound. The bubble count rate appears to be maximum around
V153 m/s ~Fig. 8!.

Fig. 7 Bubble-size distribution, jet height x 1Ä5 mm, speed
V1Ä3.9 mÕs „acoustic data after †16‡…

Fig. 8 Bubble count rates and diameters as a function of jet
speed V1 , jet height x 1Ä5 mm „acoustic data …
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Effect of Jet Height on Acoustic Data. The above results
were focused on experiments with a constant jet heightx1 . Figure
9 presents data for a larger jet height ofx150.1 m. The data show
that Regime II occurs at a lower jet velocityV1 compared to the
experiments withx150.005 m~Table 2!. The spectrum in Regime
II has significantly less power than the spectra in Regime III~e.g.,
V153.9 m/s) simply reflecting the fact that bubbles are not pro-
duced continually.

Although the boundary between Regime II and Regime III is
detectable by ear between 2.0 and 2.4 m/s, there is little significant
difference in the spectra forV1.2 m/s. This is a marked contrast
to the spectra forx150.005 m, when increasingV1 above the
inception condition continues to increase the total sound power
produced. The spectra also decay relatively monotonically.

In Fig. 9, there is some high-frequency noise in the system
above about 14 kHz, the source of which is unknown. There might

be aliased high-frequency energy in the data. It may be that, with
the higher jet height of 100 mm, the bubble-size distribution be-
comes fixed~‘‘saturated’’! at a lower jet velocity. If this is the
case, the effect of increasing the jet height is to decrease the
importance of variations in the jet speedV1 , at least as far as the
bubble-size distribution is concerned~Fig. 10!. The bubble count
rateF, mean corrected bubble sizeD1 and Sauter-mean diameter
D32 show a similar lessening of the importance ofV1 ~Fig. 11!:
The sudden jumps in the curves at the low jet height no longer
occur, since the transition from one regime to the next is not so
marked at the high jet height.

The software measuring the bubble count rate based upon
acoustic data can process up to 20 bubbles per second. It is un-
likely that the maximum around six counts per second represents
a saturation of the measurement system. An identical analysis pro-
tocol was used for each impact velocityV1 , with the straightfor-
ward correction for different amplifications during recording be-
ing the only variation. Since increasing the jet speed at a given
height demands greater pumping costs, these results suggest that
as long as the jet height exceeds a threshold, the jet speed could be
fixed at a low level for the same aeration benefit.

Conclusions
Measurements in a large circular plunging jet flow show that

there are three distinct regimes of air entrainment. These regimes
are visually observable and boundaries between the second and
third regimes are easily detectable acoustically. In the developing
flow region, the spatial distributions of void fraction compares
well with a solution of the advective diffusion equation~2! for all
investigated flow conditions. Bubble count rate distributions ex-
hibit a somehow different shape~Fig. 2! and there is a spatial
offset in the peak of void fraction and bubble count, as with other
two-dimensional plunging jet flows. The effects of the free-jet
length were studied. The results showed an increased entrainment
rate and increased dimensionless bubble count rate with increas-
ing jet length forx1 /d1<12.

Acoustic data reveal a bubble size population with a maximum
probability around 1 mm in diameter, consistent with resistivity
probe data. Since the acoustic bubble size measurements are mea-
surements of true bubble volume, their distributions can be used
to infer the presence of bubble breakup or coalescence. The results
also suggest that, if the jet height is raised, the air bubble entrain-
ment becomes insensitive to jet speed. The practical implication isFig. 10 Bubble-size spectra, jet height x 1Ä100 mm

Fig. 9 Acoustic spectra, jet height x 1Ä100 mm

Fig. 11 Bubble count rates and diameters as a function of jet
speed V1 , jet height x 1Ä100 mm
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that in industrial systems, there is a threshold jet height above
which pumping harder does not improve the aeration.

The acoustic technique can be accurately calibrated for a rap-
idly formed stream of bubbles precisely produced under labora-
tory conditions,@14#. The assessment of its accuracy is difficult in
complex, high void-fraction flows, where the inherent bias to-
wards large bubbles and acoustic interactions of bubble clouds can
make interpretation of the signals in terms of fundamental theory
problematic. Development of the acoustic technique as a semi-
empirical signature method requires making comparative mea-
surements using an alternative technique. The acoustic technique
has so far yielded usefulrelative bubble size data, for example
spatial differences in bubble size in a complex, high void-fraction
flow. The present results suggest that an acoustic technique cali-
brated through detailed laboratory measurements can also yield
useful, absolutedata in high-void fraction flows. Moreover the
robust acoustic sensor can then be used to make absolute measure-
ments in hostile industrial or environmental flows where more
delicate instruments are impractical.
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Nomenclature

C 5 air concentration defined as the volume of air per
unit volume of air and water; it is also called void
fraction

Cmax 5 maximum void fraction in a cross section
D 5 bubble size~m!

D1 5 corrected mean bubble size~m!
D32 5 Sauter mean diameter~m!
Do 5 equilibrium ~spherical! bubble diameter~m!
Dt 5 turbulent diffusivity ~m2/s!
D# 5 dimensionless turbulent diffusivity:D#5Dt /(V1r 1)

for circular jet
d 5 jet diameter~m! measured perpendicular to the flow

direction
d1 5 jet diameter~m! at the impact with the receiving pool

of liquid
F 5 bubble count rate~Hz! defined as the number of de-

tected bubbles per second
Fmax 5 maximum bubble count rate~Hz! in a cross section

f 5 acoustic frequency~Hz!
g 5 gravity constant:g59.80 m/s2 in Brisbane, Australia

I o 5 modified Bessel function of the first kind of order
zero

P 5 sound pressure~Pa!
P` 5 absolute liquid pressure~Pa!

p 5 instantaneous sound pressure~Pa!
Qair 5 air discharge~m3/s!
Qw 5 water discharge~m3/s!

R 5 dimensionless radial distance:R52 r /d1
r 5 radial distance~m! from the jet centerline

r Cmax 5 radial distance~m! whereC5Cmax
r Fmax 5 radial distance~m! whereF5Fmax

r 1 5 jet radius~m! at impact
Tu 5 turbulence intensity defined as: Tu5u8/V

Tu1 5 turbulence intensity on the jet centerline measured at
jet impact

Tuo 5 turbulence intensity measured at jet nozzle
u 5 dimensionless variable

u8 5 root mean square of longitudinal component of turbu-
lent velocity ~m/s!

V 5 velocity ~m/s!

V1 5 mean flow velocity~m/s! at jet impact
X 5 dimensionless longitudinal distance:X5(x2x1)/d1
x 5 distance along the flow direction~m! measured from

the jet nozzle
x1 5 distance~m! between the jet nozzle and the impact

flow conditions
g 5 ratio of specific heats for the gas

u, u8 5 radial angular coordinate
r 5 liquid density~kg/m3!

B 5 diameter~m!

Subscripts

air 5 air flow
w 5 water flow
o 5 nozzle flow conditions
l 5 impact flow conditions

Appendix

Derivation of Bubble Sizes From Acoustic Data

Bubble Size Spectra.The relationship between bubble size
and acoustic frequency is

f 5
1

pDo
A3gP`

r
(3)

wheref is the frequency in Hz,P` is the absolute liquid pressure,
g is the ratio of specific heats for the gas,r is the liquid density,
and Do is the equilibrium~spherical! bubble diameter,@12#. For
these experiments, Eq.~3! becomes

f 5
6.58

Do
. (4)

It is important to note that the acoustic frequency emitted by
bubbles is essentially a function of thecube root of bubble vol-
ume. Severe distortions to the shape of the bubble~e.g., into a 4:1
ellipsoid! alter the frequency predicted by Eq.~4! by only 8%,
@36#. Moreover bubbles tend to emit sounds when at their most
spherical state,@14#.

An acoustic spectrum of frequenciesf may be inverted to give a
spectrum of bubble sizesDo . However, it is not correct to simply
plot the sound power spectrum against the reciprocal of frequency,
as Eq.~4! would suggest. Larger bubbles are louder and contribute
more to the sound power. A spectral analysis would be biased
unless a correction is introduced. Assumptions are required in
comparing the relative excitation of bubbles. Pandit et al.@34#
proposed a simple treatment. The instantaneous sound pressure
produced by a single bubble,p(t), is given by

p~ t !25
1

f 2

3gP`
3

4p2r~g~g21!r !2
Y~ t !2 (5)

where r is the distance from the bubble and the time-dependent
factor Y(t) is given by

Y~ t !5S 4

3
2g D S Do

D~ t ! D
3g21

1
1

3 S Do

D~ t ! D
3

(6)

for adiabatic compression of the bubble, whereD(t) is the instan-
taneous bubble diameter. This analysis does not, of course, con-
sider the damping of the bubble, which gives rise to a broadening
of the spectrum produced by any individual bubble. However,
since time constants for the decay of a bubble pulse are signifi-
cantly longer than the acoustic period, typically by a factor of
10–20~e.g., typical pulses in Manasseh,@14,37#!, the effect is not
significant. For the simultaneous oscillations ofn identical
bubbles, the resultant summed sound pressureP, which would be
measured by a hydrophone, is given by
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P25np̄2 (7)

where p̄ is the rms value ofp(t). Using Eq.~5!, this yields the
corrected value of the frequency spectrum,N, as

N5P2f 2K (8)

whereK is a function of the degree of excitation of the bubbles
and of the distance between the bubbles and the hydrophone. Be-
cause sound power falls off as 1/r 2, only bubbles close to the
hydrophone contribute to the measured sound. The degree of ex-
citation of the bubbles (Do /D̄) might differ with bubble sizes. In
a plunging jet flow, it is likely that bubbles are excited both by
their initial formation and by background turbulence, and it might
be reasonable to assume (Do /D̄) being a constant. The overall
factor K was assumed constant by Pandit et al.@34# and in the
present work.

Bubble Size Distributions.The alternative ‘‘first period’’
method depends on an adjustable trigger level which will tend to
bias the results towards larger bubbles, equivalent to the bias in
the above spectrum-inversion approach. Assumptions are required
to correct the distribution. Following the reasoning in Manasseh
et al. @17#, the use of a trigger means that only bubbles within a
critical radius of the hydrophone get detected. This critical radius
depends linearly on the bubble size. Assuming that the spatial
distribution of bubbles is independent of their size, the numbernd
of bubbles of a given size can be adjusted to the true numberNd ,
by equalizing the critical volumes:

Nd5ndS D ref

Do
D 3

(9)

where D ref is any reference bubble diameter. The distribution
N(Do) is then normalized to ensure the total number of bubble
counts is the same. The meanD1 of a corrected distribution will
generally be lower than the meanDo of the raw distribution.

As noted above, in the plunging-jet context the pulse-damping
time constant is likely to be an order of magnitude greater than the
acoustic period, so spectral broadening is not likely to be signifi-
cant. Nonetheless, it is worth noting that the use of the first period
virtually eliminates effects of spectral broadening on the results.

In a complex bubbly flow, an additional phenomenon will result
in a distortion of the measured bubble sizes away from the true
sizes. It is well known that as bubbles are brought closer together,
their acoustic emission frequency drops,@38,39#. The cloud of
bubbles tends to behave as a continuum—one large composite
bubble which has a lower frequency. In a flow where many
bubbles are close together, the measured bubble sizes will be
greater than the true sizes. This effect is not explicitly corrected
for in the analyses presented in this paper. However, the underly-
ing algorithm used to generate the bubble size distributions was
introduced after noting that it gave more accurate results than
conventional techniques when bubbles were closer together,@17#.
The interaction effect is thus reduced, but cannot be eliminated
entirely.
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Full three-dimensional dynamic simulations of forced liquid jets
flowing into and pinching off in ambient of another liquid were
performed by using the level set method for tracking the interface
between the immiscible materials. The simulations were per-
formed for jets with viscosity ratios between the inner and outer
fluids of 0.17 and 1.7. The jets were forced at Strouhal number of
4.0. The Reynolds, Froud, and Bond numbers based on the con-
ditions at the nozzle exit were 34–35, 0.2, and 6.1, for both cases.
The numerical results are compared with the data from the experi-
ment made by Longmire et al. (2001). The comparisons were
made for (1) flow images of one complete pinch-off cycle and (2)
the axial and radial profiles of the instantaneous velocities around
the region of jet disintegration. The feasibility and accuracy of
using the level set method in multiphase problems involving inter-
face breakup/coalescence is explored and accessed by simulating
such relatively low speed, low density-ratio two-phase flows. Al-
though the level set method is quite promising, due to the surface
tension model, it requires very fine grid resolution (the Weber
number based on the grid spacing is smaller than 1022! even for
capturing the laminar surface phenomena.
@DOI: 10.1115/1.1598986#

Introduction
Round liquid jets flowing into a second immiscible liquid have

been investigated by many researchers~Cohen et al.@1#, Wilkes
et al.@2#, and Zhang et al.@3#! due to their fundamental simplicity
as well as their importance in a number of industrial systems. The
experiments demonstrated that for low flow rates~and Reynolds
number!, droplets form at and detach from the jet outlet. As the
flow rate is increased, the injected fluid forms a jet that develops
axis-symmetric instabilities and pinches off at a finite length.
Above a Reynolds number associated with the maximum length,
three-dimensional instabilities and eventually direct atomization

occur. The Reynolds number range corresponding to each flow
mode depends significantly on the other system parameters, in-
cluding the fluid properties. From the viewpoint of practical ap-
plication, the break up of a continuous jet into discrete droplets is
closely related to the liquid fuel injection/spray, which provides
the fine atomization needed for rapid mixing of liquid and gas
phases during combustion processes. People are interested in the
behavior of liquid jets and the mechanism of jet breakup at the
very initial stage right after the injector exit, i.e., dense spray
region. In such a region, a liquid jet undergoes topological transi-
tions associated with very small length and time scales, which are
difficult to observe and characterize, particularly in flows with
significant inertia such as a liquid jet into air. It challenges the
continuum-based numerical simulations by posing singularities
caused by small length and time scales accompanying transitions.
In one of the most recent experimental studies on the pinchoff of
liquid/liquid jet, Longmire et al.@4# employed a PIV technique to
measure the full two-dimensional instantaneous velocity and vor-
ticity field on both sides of a liquid/liquid interface. Their results
thus provide realistic yet geometrically simple flow cases that can
be used to assess numerical models.

In the present paper, we performed full three-dimensional dy-
namic simulations of a round liquid jets flowing into a second
immiscible liquid of the same fluid properties and flow parameters
as used by Longmire et al.@4#. In order to simulate directly the
flows with material interface, one has to track the interface with
reasonable accuracy. As is well known, there are several methods
for expressing the moving interface between two fluids, such as
the VOF method, the level-set method, and the front-tracking
method. The VOF and level-set methods are categorized as a front
capturing method, which tracks the movement of volume and
finds the interface in an indirect way. One of the advantages of the
front capturing methods is that topological transitions, i.e., colli-
sion and break up of interfaces, are easily treated. In this study, we
have been using the level set method~Chang et al.@5#! as the
interface tracking methodology. This method has been used by
other investigators successfully for solving many multiphase
problems, which contain interfaces between immiscible materials
of different physical properties. Most of these studies deal with
low speed, low density-ratio between the materials and had been
limited to two-dimensional problems~Osher and Fedkiw@6#!. Re-
cently several efforts have been made to apply the level set
method to engineering problems. Son et al.@7# carried out a nu-
merical simulation of bubble generation and merger process on a
single nucleation by the level set method. They included the phase
change at the interface and incorporated the heat flux from the
thin liquid film that forms underneath a growing bubble attached
to the wall. Their simulations were two-dimensional and the com-
parisons with experiments were qualitative. The level set method
is also used by Chung@8# to simulate the compressible flow with
moving solid boundary for the problem of two trains passing by
each other in a tunnel. Despite wide application of the level set
method in various physical and industrial problems, detailed as-
sessment by comparison, quantitative in particular, with experi-
mental data is lacking in the literature.
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For the present simulations, we incorporate the numerical
scheme of the level set method by Sussman et al.@9# and Chang
et al. @5# into a finite-volume package, CFDLIB, developed by
Los Alamos National Laboratory~Kashiwa and Rauenzahn@10#
and Kashiwa et al.@11#!. The surface tension force is treated as a
body force by adopting the continuum surface force~CSF! model
by Brackbill et al. @12#. Detailed comparisons are made, both
qualitatively and quantitatively, to serve the purpose of assess-
ment and validation of the level set method. Notice that such
assessment is necessary for applying this method in various two-
phase problems of practical interests.

Numerical Methods
We consider the fluid motion of a liquid injected into a space,

which is initially filled with another liquid of different density and
viscosity. Two liquids are immiscible to each other. The interface
between the two liquids remains throughout the motion and a
surface tension exists at the interface. The flow motion is gov-
erned by the Navier-Stokes equation,

rS ]u

]t
1u•¹uD52¹p1¹•~2mS!1sk~u!¹ud~u!1rg.

(1)

No turbulence model is included since the flow is laminar. The
third term on the right-hand side of the above equation represents
a model, called the continuum surface force~CSF! model pro-
posed by Brackbill et al.@12#, for approximating the surface ten-
sion forces. In this model, the effect of surface tension can be
expressed in terms of a singular source function which is defined
by an indicative function, here the level set function,u.

The level set method~Chang et al.@5#! is used to capture the
interface between two fluids of different densities and viscosities.
A level set function, say,u, is a distance function about the inter-
face. It has positive values outside the interface and negative in-
side the interface. At the interfaceu keeps a value of zero. The
magnitude of the level set function at any location represents the
distance from this location to the interface. The level set function,
like any passive scalar variables, moves with the fluid, and it
follows that

]u

]t
1u•¹u50, (2)

which moves the zero level ofu exactly as the actual interface.
The density and viscosity are calculated through out the compu-
tational domain depending on the value ofu, by

r5H r i

~r i1ro!/2
ro

and m5H m i u,0

~m i1mo!/2 for u50

mo u.0

.

(3)

The Direac functiond is regularized by

d«~u!5H 1

2
~11cos~pu/«!!/« if uuu,«,

0 otherwise,

(4)

and the corresponding regularized Heaviside functionH« is de-
fined as

H«~u!5H 0 if u,2«,

~u1«!/~2«!1sin~pu/«!/~2p! if uuu<«,

1 if u.«.
(5)

Using the regularized Heaviside functionH« , we can define the
corresponding regularized density functionr and the regularized
viscositym as

r«~x!5r i1~ro2r i !H«~u~x!! (6)

m«~x!5m i1~mo2m i !H«~u~x!!. (7)

In our computations, we use«5Dx. We denote« as the pre-
scribed ‘‘thickness’’ of the interface.

The nature of the level set method being a signed normal dis-
tance function from the interface has essentially to be kept all the
time throughout the simulation. A procedure of re-initialization
and re-normalization~Sussman et al.@9#! is therefore performed
at every time step during the simulation to pertain such a property.
This is achieved by solving the following equation to a steady
state:

]u

]t
5sgn~u0!~12u¹uu! (8)

with an initial condition

u~x,0!5u0~x! (9)

whereu0(x) is the level function before the re-normalization. By
the above procedure we build a distance functionu~x! whose zero
set is the same asu0(x).

In CFDLIB @10,11#, the time-stepDt is adjusted at every cycle
of the numerical integration. The criterion for the selection of the
time-step is a multidimensional generalization of the well-known
Courant-Friedrichs-Levy~CFL! condition. For one-dimensional,
explicit, Eulerian hydrodynamics, the CFL condition is

maxF ~ uuu1c!Dt

Dx G,1 (10)

wherec is the sound speed. The maximum is taken over the entire
problem domain. In simple terms the CFL condition represents the
restriction that a signal carried by the largest characteristic speed
in the problem cannot travel more than a single grid in a single
time-step.

Results and Discussions
The cases examined represent a parameter set where the fluid

properties as well as inertia, gravity, and surface tension are all
significant. The flow conditions can be characterized by a set of
dimensionless parameters. The values of these parameters for the
two cases are given in Table 1. Under the chosen flow conditions,
gravitational effects cause the jet to accelerate and contract imme-
diately after exiting the nozzle. In the absence of forcing, the
above conditions yield a smooth jet column that travels all the
way to the downstream fluid interface without developing any
significant waves or instabilities. When the flow is forced with a
sinusoidal velocity perturbation, however, instabilities are en-
hanced, and pinchoff occurs within the layer of surrounding fluid.
Figure 1 shows typical instantaneous shapes of jets and droplets in
the computational domain. The effect of the viscosity ratio on the
evolving jet flow and droplet shapes can be clearly observed. The
less gravitational acceleration within the jet fluid, yielded by
higher viscosity ambient, results in a broader cone shape upstream
and more rounded drops downstream of the pinchoff zone, with
weak oscillations in shape, as shown by Fig. 1~a!. On the other
hand, a narrower cone shape, flatter drops and strong oscillations

Table 1 Nondimensional flow parameters based on the nozzle
exit diameter and velocity

Parameters Case I Case II

Re5riUeD/mi 34 35.2
Fr5Ue(r i /gDDr)1/2 0.2 0.21
Bo5gD2Dr/s 6.1 6.1
r i /ro 1.19 1.18
m i /mo 0.17 1.72
St5 f D/Ue 4 3.9
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including inverted curvature with the droplets are observed in the
case of lower viscosity ambient, i.e. Fig. 1~b!. Notice that the
instantaneous flow fields for building Fig. 1 are arbitrarily taken
from the simulations. Some unsteadiness still exists in the flow,
particularly for the case of low viscosity ratio. The location of
pinchoff can be controlled by adjusting the forcing amplitude such
that increasing the amplitude moves the pinchoff location up-
stream. For the experimental cases, the flow was forced at the
laser pulsing frequency of 10 Hz yielding a Strouhal number, St,
of about 4. Under the chosen conditions, one drop formed during
each forcing cycle at a location approximately seven diameters
downstream of the nozzle exit. In the present numerical simula-
tion, this condition is achieved by setting a time-dependent veloc-
ity condition at the nozzle exit. The amplitude of the velocity
fluctuation is adjusted such that a droplet is pinched off at the
same downstream location as in the experiments. In particular, the
section mean velocity at the nozzle exit is implemented as

ū5Ue~11a cos~2p f t !!, (11)

in which a and f are the amplitude and frequency of the velocity
fluctuation, respectively. The values ofa are 0.8 and 0.15 for Case
I and II, respectively. The spatial distribution of the velocity at the
nozzle exit is resolved as a parabolic function. Due to the fact that
a Cartesian, uniform mesh system is used in this simulation, the
circular shaped nozzle exit is also approximated by the square-
shaped grids.

Figures 2 and 3 serve the purpose of qualitative comparison
with experiments, where one cycle of jet disintegration is mani-
fested for Case I, and II, respectively. The images from experi-
ments were taken from@4#. To check the grid dependence, the
simulations were performed on two different mesh systems. The
grid size of one simulation is about the half of the other. One can
see that, for both cases, the numerical results match with the ex-

perimental ones reasonably well. Notice that, for Case II, due to
the lower viscosity, the ambient fluid offers less resistance to the
inner jet fluid, and hence the jet accelerates to a higher velocity
and develops a more complex shape of the evolving jet tip than in
Case I. Specifically, the jet tip develops a small spherical structure
before the wide part of a wave approaches~shown by the 6th and
7th images from the left of Fig. 3~a!!. The simulations, both the
coarse and the finer ones, did not catch such small spherical struc-
ture, as one can see from Figs. 3~b! and 3~c!. In the experiment,
there is a local concavity lying within the newly formed drop, as
shown in Fig. 3~a!. This concavity recovers a convex shape of
curvature under the action of surface tension force. In the simula-
tion of coarse grid as shown by Fig. 3~b!, one can observe that the
drop recovers the spherical shape more slowly than it does in the
experiment. This discrepancy is mainly due to the CSF model,
@12#, in which the surface tension force is evaluated by the curva-
ture of the interface with a finite thickness and imposed on this
layer. As indicated by Eqs.~4!–~7!, the thickness of the interface
is proportional to« and typically « is set to be the local grid
spacing. Obviously the computations are not able to capture any
curvature higher thanO(1/Dx). Therefore the calculated surface
tension force is weaker and less concentrated in the simulation
than in the experiment. A remedy would require a finer mesh to

Fig. 1 The iso-surface of liquid density from instantaneous
flow field by numerical simulations. Mesh: Dx ÕDÄDy ÕD
ÄDzÕDÄ3.125Ã10À2; domain: 52 DxÃ52DyÃ400Dz. The jet di-
ameter D is resolved by 32 grid points. „a… Case I „m i Õmo
Ä0.17, ReÄ34… „b… Case II „m i ÕmoÄ1.72, ReÄ35.2….

Fig. 2 One cycle of jet disintegration for Case I „m i ÕmoÄ0.17,
ReÄ34…. The time interval between the images is 1 Õ9T. The pin-
choff „tÄ0… is the second in each series. The images from
computation show the iso-surface „three-dimensional … of zero
level set function uÄ0. „a… Experiment „reprinted from †4‡, copy-
right „2001…, with permission from Elsevier Science …. „b… Com-
putation: Dx ÕDÄDy ÕDÄDzÕDÄ6.667Ã10À2. „c… Computation:
Dx ÕDÄDy ÕDÄDzÕDÄ3.125Ã10À2.
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get a thinner interface. Indeed, the situation is significantly im-
proved when a finer mesh is used. As shown by Fig. 3~c!, the
restoration of drop’s upstream side to a convex curvature catches
up quite closely with the experimental observations. From Fig.
2~b!, one can also notice that a ‘‘tear drop’’ shaped droplet is
formed immediately after the disintegration whereas the experi-
mental results show that a more round-shaped droplet is formed
there. Again numerical results are largely improved by simply
using a mesh system with doubled resolution in each direction, as
shown in Fig. 2~c!. Note that the Weber number based on the finer
grid spacing and jet exit velocity is 8.131023 which indicates the
surface tension force dominant regime. Generally, if the largest
curvature appearing in the experiment isk0 , one needs a grid size
of 1/(3k0) to resolve the corresponding scales. More complicated
and transitional phenomena appear in the pinchoff experiment
when satellite droplets of various sizes are generated between the
primary drops. In such a situation, the grid size is to be deter-
mined by the typical size of satellite droplets.

The quantitative comparisons are made on the axial velocity
component. The numerical results used by comparison are ex-
tracted from simulations with grid size ofDx/D50.06667. Figure

4 shows the vertical velocity along the jet axis at different time
instant during one disintegration cycle for Case I. Figure 5 shows
the radial profiles of the vertical velocity at a fixed axial location
at different time instants during one disintegration cycle for Case
I. Figure 6 shows the similar comparisons for Case II. One can see
that better agreement is achieved in the case of higher ambient
viscosity, i.e., Case I (m i /mo50.17). In general, the wavelengths
of the velocity variation match with the experiments. The com-
parisons on the magnitude of velocity are satisfactory as well. The
discrepancies are most likely caused by the finite thickness of the
jet and the drop surfaces resulting in an inner fluid of lighter
weight than the real one. If one assumes the Stokes flow around a
pinched-off drop, it can be readily estimated that the effective
density caused by the finite thickness of the interface will induce
an error in the magnitude of velocity up to 17% when a mesh of
Dx/D50.06667 is used. However, since our cases are quite be-
yond the Stokes regime, the difference between the data and the
simulated results is much smaller than this value as can be seen in
Figs. 4, 5, and 6. Notice that the Reynolds number, based on the
viscosity of the outer liquid and the drop diameter, for both cases
are much larger than one. Again a mesh system with finer resolu-

Fig. 3 One cycle of jet disintegration for Case II „m i ÕmoÄ1.72, ReÄ35.2…. The time interval between the images is 1 Õ9T. The
pinchoff „tÄ0… is the second in each series. The plots from computation show the contours „two-dimensional … of zero level set
function uÄ0 projected onto an azimuthal plane cutting through the axis of the jet. „a… Experiment „reprinted from †4‡, copyright
„2001…, with permission from Elsevier Science …. „b… Computation: Dx ÕDÄDy ÕDÄDzÕDÄ6.667Ã10À2. „c… Computation: Dx ÕD
ÄDy ÕDÄDzÕDÄ3.125Ã10À2.
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tion would definitely help to improve the situation. Figure 7 com-
pares the radial profiles of the instantaneous axial velocity for
Case II. Good agreement is achieved around the core region, i.e.,
ur /Du,0.4. The measured value of velocity diminishes faster than
the calculated one, outwards the core region, i.e.,ur /Du.0.4.
Similar phenomena are also observed in Fig. 5. We believe this is
due to the relatively smaller computational domain in comparing
the large experiment setup used in@4#. In this particular case, the
flow is confined in a computational box of five jet diameters in the
transverse direction. Obviously, at the same distance from the
source of disturbances, here the jet, a smaller domain would result
in larger values of velocity than the larger one does, due to the
requirement of conserving total momentum and mass.

Conclusions
The comparisons between the numerical results and the experi-

mental data show that the simulation based on the level set
method is able to handle the three-dimensional problems with
interface breakup quite well. The quantitative predictions of ve-
locities are also satisfactory. The results demonstrated that the
viscosity ratio had a significant effect on the evolving jet flow, the
pinchoff process, and the resulting drop shapes. In general, the
simulation gives more accurate prediction in the case of high-

Fig. 4 The axial velocity along the centerline of the jet for
Case I „m i ÕmoÄ0.17, ReÄ34…, at different time during one cycle
of disintegration. Symbols and lines represent the experimen-
tally measured data and numerically calculated values, respec-
tively. The phase corresponds to pinch is fÄ0.

Fig. 5 The radial profiles of axial velocity at an axial location
„zÕDÄ6.15… for Case I „m i ÕmoÄ0.17, ReÄ34… at different time
during one cycle of disintegration. Symbols and lines represent
the experimentally measured data and numerically calculated
values, respectively. The phase corresponds to pinch is fÄ0.

Fig. 6 The axial velocity along the centerline of the jet for
Case II „m i ÕmoÄ1.72, ReÄ35.2…, at different time during one
cycle of disintegration. Symbols and lines represent the experi-
mentally measured data and numerically calculated values, re-
spectively. The time corresponds to pinch is tÄ0 and the
phases 0 T, 7Õ9T, respectively, correspond to fÄ0, 280.

Fig. 7 The radial profiles of axial velocity at a axial location
„zÕDÄ6… for Case II „m i ÕmoÄ1.72, ReÄ35.2… at different time
during one cycle of disintegration. Symbols and lines represent
the experimentally measured data and numerically calculated
values, respectively. The time corresponds to pinch off is tÄ0
and the phases 17 Õ18T, 1Õ18T, 1Õ6T, respectively, correspond
to fÄ340, 20, 60.
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viscosity ratio than in the case of low-viscosity ratio. Although the
flow is laminar, sufficiently fine grid spacing~the Weber number
based on the grid spacing is smaller than 1022) is required for
capturing the surface phenomena reasonably.

Nomenclature

D 5 jet diameter: 1.0 cm
t 5 time

T 5 period of jet disintegration
Ue 5 velocity of inner liquid at the jet exit
W 5 axial component of fluid velocity
S 5 fluid strain rate, a tensor variable
u 5 fluid velocity vector
f 5 frequency of jet forcing
g 5 gravitational constant
p 5 pressure
r 5 radial distance from the jet axis
z 5 streamwise distance from the jet exit

d~ ! 5 Dirac delta function
f 5 phase of one cycle of jet disintegration, 360t/T
k 5 curvature of interface
r 5 density
m 5 dynamic viscosity
s 5 surface tension coefficient

Dr 5 density difference,r i2ro

Subscripts

i 5 inside jet
o 5 outside jet
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One of the important research areas in the water-entry problem is
the cavity dynamics. A theoretical analysis is presented to predict
the dynamics of water-entry cavity up to the first cavity closure,
which is generated by a solid body entering a semi-inifinite free
surface of water at a wide range of entry speed. Two types of
cavity closure, which are surface closure and the deep closure,
depending on the magnitude of ambient atmosphere pressure and
entry speed are described by the proposed theory. The time of
surface closure at the relatively low-speed entry regime is esti-
mated and compared with published experimental data. Currently
no experimental data are available for the high-speed entry case.

Introduction
A theoretical analysis is presented in this paper to predict the

dynamics of water entry cavity up to cavity closure, which is
generated by a solid body entering a semi-infinite free surface of
water at a wide range of entry speed. The occurrence of two types
of cavity closure, which are the surface closure and the deep clo-
sure, depending on the magnitude of ambient atmosphere pressure
and entry speed, is described by the proposed theory. The time of
surface closure, which is one of the important data, is estimated
and compared with published experimental data.

The problem of a solid body entering a semi-infinite free sur-
face of water is a classical one and several interesting phenomena
are discussed by Gilbarg and Anderson@1#, Abelson@2#, May @3#,
and Gaudet@4#. Of particular interests are physical events that
occur at various stages of the entry that not only influence the
solid motion but also the nature of induced ballistic waves in
water,@5,6#. Especially, the dynamics of the water-entry cavity is
one of the important phenomena since the water-entry cavity con-
trols the environment in which the entering solid body~missile!
travels. The cavity dynamics is discussed exclusively in the Philo-
sophical Transactions of the Royal Society,@7#. Recently, the dy-
namics of the high-speed water-entry cavity is studied analytically
and numerically,@5#. Gaudet@4# proposed a simulated solution for
the entry of a circular disk, which has also been investigated by
several researchers.

Due to the highly transient characteristics of water entry pro-
cess, the evolution of the water entry cavity must be explained by
considering the entry speed, shape of the solid body, atmosphere
pressure, and cavity pressure as the primary variables. This is
because forces generated from the physical properties of the solid
body, gas combined with gravity, and inertia determine the tran-
sient entry phenomena,@8#. It is known that the primary mecha-
nism governing the cavity formation is the kinetic energy transfer
from the solid body to the cavity. Later on, potential energy,
which is the pressure difference between the surrounding fluid and
inside cavity, becomes effective and causes the fluid to return to
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its undisturbed location. Hence, balance between the two energies
mainly governs the dynamics of the water-entry cavity growth and
collapse.

Due to the complexities involved in the water entry event,
mathematical analysis of the dynamics of water-entry cavity is
relatively little developed. Descriptions of the cavity dynamics in
full life cycle cannot even be achieved in detail. It is the first cycle
up to the closed cavity~bubble! that we are interested in analyz-
ing. Some available theoretical models,@9,10# have different
ranges of validity, which are related to the physical properties
~e.q., entry speeds, ambient atmosphere pressure!. Nevertheless, a
current theoretical analysis would assist in clarifying the behavior
of water-entry cavity and in removing some of the present diffi-
culties. In general, the gravitational effect is negligible since it
will take place long after the cavity has closed either at the water
surface or below the surface. The main difficulty analyzing this
water-entry cavity, which is discussed in this paper, is the deter-
mination of inside cavity pressure since the cavity is open during
the entering process, causing airflows into the cavity. Different
regimes of entry speed are also discussed. This is due to the fact
that the location of cavity closure occurs either at the water sur-
face or below the surface depending on the entry speed and atmo-
sphere pressure.

Cavity Closure Locations
The entry speed Birkhoff and Zarantonello@11# examined is

mostly below 50 m/s. Both surface closure and deep closure were
observed depending on the entry speed. According to the classifi-
cation of the entry speed proposed by Birkhoff and Zarantonello
@11# and Lee et al.@5#, there are four different regimes: very low-
speed regime, low-speed regime, transient regime, and high-speed
regime.

For very low-speed entryfrom an atmosphere pressure~20,Fr
,70!, the airflow filling the induced cavity is relatively so fast
that the pressure drop inside the cavity is negligible. Here, Fr
5Ui

2/gD, whereg is gravitational acceleration,Ui is entry speed,
and D is the characteristic length of an entering body~e.g., the
diameter of a sphere!. That is, the inside cavity pressure can be
assumed to be constant at the atmosphere pressure. There is also a
special case, entry from a vacuum, where the cavity pressure is
constant. In these cases, the cavity closure occurs below the water
surface~deep closure!, as shown in Fig. 1.

In order to examine the cavity closure phenomena, a theory for
the cavity dynamics is described below. Consider a solid body
impulsively accelerated att50 to an initial Ui moving into a
semi-infinite fluid medium. For consistency, the same symbols
and notations to denote various quantities in the previous article,
@5#, will also be used here. For the convenience of discussion, the
geometry of the problem is sketched in Fig. 2. Since the solid
body is decelerated by the drag, the dynamics of a moving solid is
governed by the kinetic energy loss,@12#,

ms

d2z

dt2
5ms

dU

dt
5msg2

1

2
rwAoCdU2 (1)

where the properties are the mass of the solidms , moving axisz,
time t, solid moving velocityU, fluid densityrw , projected area
of the solid Ao , and velocity-dependent drag coefficientCd ,
which accounts for the shape of the solid body.

Now, the influence of solid-body motion on the formation of
the cavity is estimated here. The fluid is assumed to be irrotational
everywhere such that the solid body can be approximated as a
moving source~Fig. 2!. The local fluid radial velocity is then
related to source strengthz(j,t) and radial distancew as

u5
2

w
•z~j,t ! (2)

where j is the instantaneous location of the solid. In order to
determine the source strength, it is assumed that the loss of the
kinetic energyEp of a solid body is deposited to the kinetic energy
and potential energy in the fluid section,@11#. The energy balance
equation can then be expressed as

FdEp

dz Gdz5@4prwNz21p~P02Pc!a~z!2#dz (3)

wherePo and Pc are the surrounding fluid and cavity pressures,
respectively, anda is the cavity radius as a function of depth. The
two terms on the right-hand side of Eq.~3! represent the kinetic
and potential energies, respectively.N5 ln(V/a) is an empirical
constant. Here it is assumed that the kinetic energy of the fluid is
only calculated within a finite radiusV. The rangeV/a is usually
assigned a value in the rage of 15–30,@11#. By defining Pg
5(Po2Pc) and introducing two terms,

@A~z!#25
1

pPg
FdEp

dz G , @B~z!#25
Pg

rwN
, (4)

the source strength is obtained as

z56
1

2
B~z!A@A~z!#22@a~z!#2. (5)

Another boundary condition applied is the kinematic boundary
condition at the cavity wall.

z5
1

2
a~z!ȧ~z! (6)

Finally, from Eqs.~5!, ~6! an equation of cavity dynamics is ob-
tained,

a~z!ȧ~z!56B~z!A@A~z!#22@a~z!#2. (7)

Equation~7! can now be easily integrated with the moving source
arrival time tb(z) ~Eq. ~1!! at each depth,

a~z!5A@A~z!#22@A~z!2B~z!~ t2tb!#2, t.tb . (8)

Fig. 1 Deep closure
Fig. 2 Cavity evolution model
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Equation~8! states that at each depth the cavity continues to ex-
pand until pressure difference between the surrounding fluid and
inside cavity balances the induced inertia effects. Then it starts to
collapse and leads to a cavity closure. Using this equation, the
time of cavity collapse is estimated. Since each location of the
cavity along the depth has different collapse time, the time of
cavity closure is determined by the minimum value. Hence, cavity
closure occurs at the depth where the time of cavity closure is
minimum. As discussed previously, the balance between the iner-
tia and potential energy controls the evolution of the cavity, and
each effect becomes of major significance at different situations.
Since the potential energy due to the pressure difference between
the cavity and surrounding fluid is not a function of depth at this
regime, the only important parameter governing the extent of cav-
ity growth along the depth is the inertia from the moving solid. It
is evident that maximum cavity inertia is deposited near the sur-
face, so that it results in deep closure. Complete details of results
cannot be given here since it is well described in the previous
work, @5#.

As the entry speed increases for roughly Fr.150 ~low-speed
regime!, note that no upper limit is proposed in the late 1950s, a
pressure drop inside the cavity starts to be observed causing sig-
nificant pressure difference between the outside ambient and in-
side cavity pressures, at least near the cavity neck during the
closure process. Now, the first closure occurs near the free surface
~surface closure!. That is, deep closure isprecededby a surface
closure. The two major forces leading to the surface closure are
the underpressure caused by the flow of air into the cavity behind
the entry body, referred to as the Bernoulli effect, and surface
tension. The air rushing into the cavity causes a local underpres-
sure inside the cavity, frequently estimated by the air density~re-
lated to atmosphere pressure! and entry speed. This underpressure
causes the neck to contract until a complete surface closure oc-
curs. Hence to explain the surface closure phenomena, at least the
cavity pressure near the surface should be less than any other
locations in the cavity~maximum potential energy!, in spite of the
maximum deposition of inertia here. Surface tension is neglected
with an assumption that the surface tension may start to play a
role when the cavity is about to close at a very late stage. This
might cause an error in the estimation of the time of surface clo-
sure, especially for a small cavity. Another factor that is difficult
to model is the extent of the dome-like splash. In many cases the
surface closure occurs slightly above the undisturbed free surface,
@13#. As discussed here, the complexity of the water-entry-induced
cavity results from all these variables and phenomena. It can also
be noted that a reduction in ambient pressure has the same effect
as an increase in hydrostatic pressure and the interplay with inertia
is what governs the surface and deep closure.

There were a series oflow-speed entrytests in the late 1940s.
They found that the time of surface closure decreases with entry
speed. A subset of Gilbags’ data,@14#, for the formation and col-
lapse of the cavity~surface closure! is compared with the current
predictions. The assumption for the present model is that the pres-
sure drop at least in the splash neck is equal to 1/2raUi

2
•n, where

n is a constant determined from experimental data, andra is the
air density. This is based on the measurement that the cavity pres-
sure drop is an order of magnitude greater than the general as-
sumption, 1/2raUi

2, @15#. Figure 3 displays the time of surface
closure for the entry of a 1-in. sphere from the reduced atmo-
sphere pressure of 0.25 atm. The experimental data are also dis-
played for a verification purpose. The correlated value ofn here is
300. If the model presented here is adequate, then the time of
surface closure for different entry cases should be represented by
the same parameters. Figure 4 shows the time of surface closure
(Ts) for the entry of spheres from the reduced atmosphere pres-
sures. The experimental data for low-speed entry,@14#, are also
displayed. For different atmosphere pressures, the model predic-
tions compare well with the experimental results.

The possible scaling for the time of surface closure,Ts , is

investigated using the current model. If the pressure drop at the
cavity neck is constant and determined by the Bernoulli effects,
we can then obtain the following result,@5#. This is the same
result given by Birkhoff and Issacs,@9#.

raUiTs

D
5constant (18)

For the correlated value ofn, the cavity pressure becomes
vacuum pressure at the entry speed of 51 m/s. As the entry speed
increases further for roughly Fr.10000~transient regimethrough
high-speed regime!, the pressure inside the cavity remains the
vapor pressure with no further decrease. It is then no longer a
time-dependent variable. Hence, the time of surface closure starts
to increase. This is due to the fact that as the entry speed increases
a momentum deposition from the body into the cavity increases
while the cavity pressure remains vacuum with no further pressure
drop. Since the surface closure is delayed, possibly from some
entry speed the deep closure occurs prior to the surface closure.
That is, the closure occurs again below the water surface, as was
observed in case of the very low-speed regime. Currently, no ex-
perimental data is available for the high-speed entry case.

Fig. 3 Comparison of time of surface closure at atmosphere
pressure of 0.25 atm

Fig. 4 Time of surface closure versus entry speed, 0.5-in.
sphere at reduced atmosphere pressure, data from Gilbarg
et al. †14‡
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Perspectives in Fluid Dynamics: A Collective Introduction
to Current Research,edited by G. K. Batchelor, H. K. Mof-
fatt, and M. G. Worster. Cambridge University Press, New
York, 631 pp.

REVIEWED BY THOMAS R. OSBORN 1

This volume strives to counter the trend towards specialized
texts in advanced fluid mechanics and to showcase the breadth of
topics for research in fluid mechanics with a selection of 11 dif-
ferent topics. The articles are designed to provide an introduction
to the topics assuming a general knowledge of fluid mechanics but
not expertise on the specific subject. The titles give a good idea of
the subjects covered and the clear progression from small scales to
large scales.

• Interfacial Fluid Dynamics–S. H. Davis
• Viscous Fingering as an Archetype for Growth Patterns–Y.

Couder
• Blood Flow in Arteries and Veins–T. J. Pedley
• Open Shear Flow Instabilities–P. Huerre
• Turbulence–J. Jime´nez
• Convection in the Environment–P. F. Linden
• Reflections on Magnetohydrodynamics–H. K. Moffatt
• Solidification of Fluids–M. G. Worster
• Geological Fluid Mechanics–H. H. Huppert
• The Dynamic Ocean–C. Garrett
• On Global-Scale Atmospheric Circulation–M. E. McIntyre

Each of these topics already fills many books. To distill into the
50 pages of each chapter a coherent introduction of the subject is
very hard work. Nevertheless, the appeal of having the range of
subjects in one volume is irresistible.

What a challenge to the reader! You can start by reading a
review in your own field~e.g., oceanography! and perusing the
related fields~turbulence, atmospheric circulation, shear flow, and
convection!. But then you are drawn to the chapter on blood
flow—a pulsating flow in flexible tubes. The interfacial regime is
of interest for bubbles, droplets, and lubrication. That chapter
draws one on to the viscous fingering and growth patterns. The
spectacular color plates of solidification and geological phenom-
ena catch one’s eye and draw you to the text. It is the hot fluid in
the center of the earth that enables the terrestrial magnetic field
via magnetohydrodynamics. It is a book one uses like a
supermarket—something from here, something else from there,
you can’t take it all at once—yet the open shelves lead one to look
at new items and ideas.

The breadth and variety of topics and techniques make this a
useful book for teaching an advanced course. The book displays
the tremendous range of practical problems, environmental phe-
nomena, industrial applications as well as research topics that in-
volve fluid mechanics. This paperback version of the book is
handsomely prepared with Jupiter’s red spot on the cover, nice
quality printing and a pleasant layout for reading.

This book was conceived by Professor Batchelor as a sequel to
his Introduction to Fluid Mechanicsand is dedicated to his
memory by H. K. Moffatt and M. G. Worster. It is a very fitting
tribute.
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